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Construir uma
inteligéncia artificial
ética e plural exige
decisoes conscientes,
participacao amplae
imaginacao politica




Todo brasileiro
com arte, cultura
e educacao.




Buscamos inspirar e criar condi¢des para promover o desenvolvimento
de cada brasileiro como cidadao capaz de transformar a sociedade.

Por meio de trés pilares — Itad Cultural, Itat Social e Itai Educacao e
Trabalho —, a Fundacado Itau elabora programas e acoes e articula-se
com diferentes setores da sociedade para atender as urgéncias do Brasil
contemporaneo.

Através de uma atuacao coerente e solida, nosso horizonte é fazer
sempre e fazer para a equidade, em um exercicio vivo e dinamico que
gere legados potentes.
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ILUSTRAGOES DE KELLY BOESCH.
Artista visual premiada, designer grafica
e inovadora na aplicacdo de inteligéncia
artificial a arte digital. Com mais de duas
décadas de experiéncia em design,
combina dominio técnico com
sensibilidade artistica desenvolvida como
pintora abstrata. Baseada em Los Angeles,
tornou-se referéncia em narrativa visual
com |A, integrando ferramentas como
RunwayML, Luma, Pika e Minimax. Sua
abordagem singular posiciona a IA como
uma colaboradora artistica, ndo como
substituta: “A IA deve ampliar a
criatividade humana, ndo substitui-la”.
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A inteligéncia artificial ocupa hoje o centro de disputas sobre o que significa pensar,

decidir e viver em sociedade. Muito além dos mitos de mdquinas conscientes ou de

ameacas apocalipticas, o desafio real é entender como sistemas que nio raciocinam nem

compreendem o mundo impactam democracias, valores humanos e esferas publicas

26

Os algoritmos carregam em seu codigo herancas historicas
de exclusdo e reproduzem, em velocidade digital, estruturas
de desigualdade racial. Construir uma IA antirracista
significa libertar o futuro das amarras do passado para criar
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sustentdveis e alinhadas aos desafios do nosso tempo



Stanford Social Innovation Review Brasil | ESPECIAL

46 A com proposito

POR CELIA CRUZ E CASSIO AOQUI
Ainteligéncia artificial pode ser instrumento de
transformacao social ou mais uma fronteira de
exclusdo. Para que seja aliada das organizagoes
da sociedade civil, barreiras téenicas, financeiras
¢ politicas que afastam milhoes de pessoas dessa
tecnologia precisam ser superadas

54 A TA achadanarua

POR RONALDO LEMOS E JOAO VICTOR ARCHEGAS

O debate sobre regulacio da inteligéncia artificial no Brasil
ainda se concentra na contengao de riscos, enquanto

falta visio e articulaciio para tornd-la forca propria

50 O labirinto da decisao algoritmica
POR VIRGILIO ALMEIDA, RICARDO FABRINO MENDONCA E
FERNANDO FILGUEIRAS

com regras que ndo foram debatidas, nem autorizadas

5 8 Tempo, ciéncia e futuro

POR FERNANDA RAVAGNANI

de desenvolvimento e inovacio social. E preciso unir

diversidade cultural com ambicdo tecnoldgica e enfrentar o

desafio de criar tecnologias enraizadas na cultura, na lingua 71

e nas necessidades reais do pafs

64 Visdo de longo prazo, acdo no presente
POR FERNANDA TEIXEIRA RIBEIRO
Em missao internacional a paises asidticos, gestores brasileiros da
cultura e da educacao refletem sobre como a tecnologia pode ser
aliada na construcao de politicas publicas eficazes, ¢ticas e duradouras

O neurocientista e futurista Alvaro Machado Dias

para valorizar professores, enriquecer o ensino e preservar a cultura

ssir.com.br

Stanford SOCIAL |
INNOVATIONReview

Brasil
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CARTA DO PATROCINADOR

Realizar e
inspirar
futuros hoje

ASSIM COMO CADA PESSOA TEM SUA IDENTIDADE, cada
instituicdo constrdi, ao longo do tempo, um modo unico de
ser e agir — valores, praticas e principios que a definem e a
diferenciam. Por isso a Fundagéo Itau tem se consolidado
cada vez mais como um unico corpo, movido pelo impacto na
sociedade, por equipes potentes e pelo espirito publico.

Essa atuacio, guiada por um pensar equanime e
emancipatorio, € o que nos dd a coragem necessaria para desafiar
- e superar - as mudancas do mundo contemporaneo. Isso implica
reconhecer a diversidade na sua dimens3o afirmativa e tomar
a diferenca como parte dos processos educativos e culturais,
uma vez que tais processos sdo construidos por meio de relagdes
multiplas, diversas e plurais; movidas diretamente por questdes
impostas pelos desafios que nos rodeiam. Se essa articulagéo
falha, todo o resto falhara.

Nosso jeito de fazer - pautado na interdependéncia entre
instituicdes, equipes e pessoas, potencializando recursos e
fortalecendo o ecossistema do terceiro setor, incidindo em
politicas publicas e impactando territdrios — materializou-se
em importantes acdes nas dreas de arte, cultura e educagio.
Reconhecemos que nenhum ator social - seja o individuo, a
sociedade civil, as empresas ou o governo - pode enfrentar
sozinho os desafios complexos do nosso tempo. Mas quando
atuamos de forma organica, por meio de uma ética relacional,
cada um no ambito de seus propositos e responsabilidades,
essas frentes se tornam alavancas poderosas para a
transformagao social.

Por meio de trés pilares — Itad Cultural, Itau Social e Itat
Educacio e Trabalho -, a Fundag@o Itat elabora programas e
acOes e articula-se com diferentes setores da sociedade para
atender as urgéncias do Brasil contemporaneo.

Acreditamos que o impacto dos nossos projetos so se sustenta
quando os elos da rede est&o fortalecidos. Por isso, atuamos
cada vez mais como um campo de formagao, produgio de
conhecimento e garantia de acesso aos direitos a educacgo e a
cultura. Aprender e ensinar. Falar e ouvir. Estabelecer pontes e
parcerias entre o poder publico, as organizagdes da sociedade
civil, universidades, pesquisadores, artistas e ptiblico em geral.
E nisso que residem os sentidos de cooperagiio, coexisténcia e
colaborag?o, e como consequéncia alcangamos resultados ainda
mais relevantes e duradouros.

A Miss3o Asia exemplifica essa crenca. Em novembro de
2024, reunimos 40 representantes notaveis de 18 institui¢des -
ligadas a artes, cultura, educacgo, pesquisa, investimento social
privado, setor publico e empresas - para uma imersdo em novas
perspectivas sobre o futuro. Ao longo de uma jornada intensa
de 15 dias e mais de 400 horas de imersdo — um percurso que
se compara a carga hordria de um mestrado - em 22 visitas por
Xangai, Shenzhen, Hong Kong, Pequim e Seul, exploramos
a inteligéncia artificial (IA) como vetor de desenvolvimento,
especialmente na educacfo e nas artes, e aprendemos sobre
estratégias nacionais de crescimento e expansio global via
cultura. Passados alguns meses desde o nosso retorno, ainda
estamos “decantando” essa experiéncia transformadora.

Liderada pela Fundacéo Itai, com o apoio estratégico da
InvestSP, a missdo teve como propdsito central explorar as
inovagoes em IA, a fim de compreender como as novas tecnologias
ja estdo moldando profundamente a educac?o, a cultura, o
mundo do trabalho e a forma como se produz e se compartilha
conhecimento. Foi um espago riquissimo de interacgo e confianga,
que evidencia nosso papel como articuladores em um movimento
maior que possa transbordar para o terceiro setor. A missao
semeou parcerias, alavancou conhecimentos e nos permitiu
antecipar movimentos — assim como fazer novas perguntas.

Visitamos empresas, escolas, centros de pesquisa, organizacdes
filantrdpicas, laboratdrios, universidades e equipamentos culturais
para ndo apenas observar, mas também realizar uma analise
critica das solugdes tecnolégicas com o propdsito de identificar o
que seria viavel ou ndo para o contexto brasileiro, considerando
razdes técnicas, financeiras ou culturais. Na bagagem, levamos o
Breve guia digital de inteligéncia artificial: um olhar sobre documentos
recentes, uma producgo do Observatdrio Fundaggo Itat em didlogo
com uma equipe de especialistas, que retine 15 documentos com
um panorama atualizado do universo da IA, dividido em conceitos
principais, temas especificos e exemplos praticos.

Um dos pontos de maior beleza e impacto dessa missao foi
a aposta na constitui¢o de um grupo de pessoas engajadas,
experientes e colaborativas. Congregamos representantes da
educagio, cultura, iniciativa privada, poder publico e terceiro
setor, reafirmando a valorizacdo da interdependéncia entre
pessoas, institui¢des e visdes de mundo para o avanco de agendas
estratégicas para o pais. Contamos ainda com o apoio valioso de
especialistas como os professores Dora Kaufman, Paulo Blikstein,
Alvaro Machado Dias e Rejane Cantoni, que nos ajudaram a
promover um semindrio permanente, com “downloads” de
conhecimento a cada dois dias, enriquecendo nossas reflexdes a
partir de pesquisas aplicadas e corroborando o papel central da
universidade na construcgo de saberes inovadores.

Retornamos com percepgdes profundas sobre o uso da IA
como um motor para o desenvolvimento nacional, especialmente
nos campos cultural e sociopolitico. Foi impactante observar
afor¢a de paises que investem em educacio e cultura para
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ampliar a producdo e construir um imagindrio préprio e
competitivo globalmente. Pudemos, ainda, compreender que

o desenvolvimento da IA ndo segue um caminho unico, e a
experimentacdo e a disciplina sfio as maiores certezas nesse
campo. O Brasil precisa urgentemente participar dessa revolucéo,
o0 que exige um plano ousado que articule universidades,
sociedade, empresas e governos. A discussio sobre os caminhos
dessa enorme transformacéo digital deve partir sempre da
perspectiva de uma tecnologia de propdsito geral.

Outra convicgdo que se fortaleceu é que a poténcia do uso
de novas tecnologias estd na valoriza¢io da criatividade, do
pensamento critico, analitico e da fabulagdo. Essa abordagem
reafirma a interdependéncia entre humanos, maquinas e meio
ambiente, fundamental para garantir que a IA promova incluséo,
produtividade e maior equidade social. Precisamos reafirmar e
ressignificar essas habilidades humanas e os territérios, cuidando
dos espacos de construcdo de vinculos e da vida vivida, como
escolas, bibliotecas e museus.

Participar dessa missdo foi como visitar o futuro, tanto fisica
como simbolicamente, antecipando o que devemos e o que niao
devemos fazer quando o assunto € IA. Isso nos trouxe grandes
reflexdes sobre o papel do Brasil nesse cendrio. Afinal, ndo
podemos perder mais uma oportunidade e nos limitar ao papel
de consumidores periféricos. Por isso, ¢ essencial para nosso
pais uma articulacdio em rede sob uma ética relacional - mais
uma vez, a ideia de interdependéncia. E urgente criarmos uma
agenda de intencionalidade em torno da IA, em que governo,
empresas, sociedade e universidades atuem de forma integrada
para construir um ecossistema que promova inovagao, inclusio,
pluralidade, sustentabilidade e o uso ético das IAs. Esse
ecossistema passa também, claro, pela alianga transformadora
entre arte, cultura e educacdo.

Esta edi¢do especial que publicamos agora, em parceria com a
Stanford Social Innovation Review Brasil, ¢ um dos desdobramentos
da miss@o. A partir de uma diversidade de olhares sobre os
caminhos da inteligéncia artificial no pais, articulando perspectivas
técnicas, sociais, éticas e culturais, trazemos um panorama plural e
critico sobre os impactos da IA na sociedade brasileira. As reflexdes
propostas por varios dos integrantes da missao que aceitaram
nosso convite para compartilhar conhecimento, aprendizados e
inquietagdes atravessam temas como justica algoritmica, educagio,
cultura, governanga, democracia, participacdo cidada e inovacéo
publica, sempre com énfase na construgio coletiva de futuros
mais justos, criativos e democréticos. A edigdo convida leitoras
e leitores a pensar a IA ndo apenas como ferramenta, mas como
campo politico em disputa - cujos rumos dependem das escolhas
que fazemos hoje.

A Missdio Asia reflete um compromisso institucional: a
inteligéncia artificial foi incorporada as iniciativas estratégicas
de todas as areas da fundagfo, de maneira transversal. Além
da missdo, desenvolvemos mais de 30 a¢des para posicionar
aIA como um tema essencial para os agentes da arte, cultura

e educagdo, sob a perspectiva do desenvolvimento social, do
economico e da redugdo das desigualdades.

Desenvolvida e utilizada com intencionalidade, a IA pode
ser um campo poderoso para apoiar profissionais da educacio,
ampliar o alcance de préticas pedagégicas inovadoras e fortalecer
a tomada de decis@o em politicas publicas. No campo da cultura,
vai preservar e garantir o acesso 2 memoria dos nossos acervos
e patrimonios. No Itat Cultural, por exemplo, implementamos
uma solugio de IA na Enciclopédia Itati Cultural de Arte e
Cultura Brasileira, aprimorando a consulta, a interagéio e o uso
dos contetdos. Também promovemos formagao, por meio da
Escola da Fundago, para o publico externo, e realizamos um
programa de qualificacdo dos colaboradores no uso de tecnologias
generativas. Além disso, lancamos dois importantes editais:
“Inteligéncia Artificial para Educagfo” e “IA na Educag?o Bésica”,
em parceria com a Universidade Columbia, nos Estados Unidos.

Em 2025, avangamos na fronteira tecnoldgica com um
principio fundamental: garantir que o conhecimento e o uso
da IA permanegam sob supervisio e conduc¢do humanas. Em
um mundo cada vez mais mediado pelo digital, refor¢amos
Nnosso compromisso com experiéncias auténticas e encontros
significativos. Espagos como escolas, bibliotecas, museus, pracas e
teatros néo sdo apenas locais de aprendizado ou entretenimento,
mas territorios de conexio, onde individuos se encontram, criam
lagos e constroem memorias. Atuamos para fortalecer esses
espacos, em consonancia com a transformacgo digital, buscando
impacto positivo nas comunidades.

E preciso destacar também a forca e o compromisso de
cada um dos colaboradores, que tecem equipes de aprendizado
continuo, valorizacgdo das pessoas, trocam saberes e trabalham
com dedicago para alcangar resultados que movem nosso
propdsito e impactam pessoas.

Por isso, seguimos juntos cada vez mais inventivos e
conscientes com nosso legado. Comprometidos com uma atuacgio
conjunta nas novas perspectivas de contemplar o mundo e
suas amplas possibilidades, rompendo retrocessos e com olhos
conscientes para realizar e inspirar futuros hoje. E, sobretudo,
convencidos de que arte, cultura e educago séo os caminhos mais
poderosos, éticos e sustentaveis para construir um Brasil mais
inclusivo, produtivo e justo.

FUNDAGAO ITAU

Agradecemos imensamente a todas as instituicoes parceiras que nos
acompanharam na Missdo Asia - incluindo Fundagdo Roberto Marinho,
Todos Pela Educagdo, Fundagdo Bradesco, Petrobras, Instituto Beja,
entre outras -, aos secretdrios estaduais e presidentes de conselhos que
estiveram conosco, como Marilia Marton (Cultura Estadual),

Renato Feder (Educacdo), Fabricio Noronha (Cultura, presidente do
Forum Nacional de Secretdrios) e Vitor de Angelo (Educagdo, presidente
do Conselho Nacional de Secretdrios de Educacdo). Um reconhecimento
especial a InvestSP pela parceria, e a equipe da Fundagdo Itai, em especial
Aninha de Fatima Sousa, que foi essencial para o sucesso da missdo.
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A propria humanidade precisa ser o centro da transformacao digital que vivemos.

Ressignificar os territorios, unir arte, cultura e educacdo e promover o pensamento

C

critico, adaptativo, criativo e analitico: essas serdo as saidas para transformar a 1A

numa janela de oportunidade para os novos tempos

NAO IMPORTA O CAMPO DE CONHECIMENTO: 0 ponto de partida para
lidar com a nova era digital inaugurada pela inteligéncia artificial
(IA) deve ser o entendimento de que ela ndo ¢ apenas uma ferra-
menta ou instrumento. E preciso reconhecé-la como uma Tecno-
logia de Propdsito Geral (TPG), ou seja, uma tecnologia capaz de
transformar estruturalmente o modo como produzimos, inovamos,
compartilhamos conhecimento e geramos memdria coletiva. Ao
lado dela, esto, por exemplo, revolugdes como a criagdo da maquina
avapor e da eletricidade.

A inteligéncia artificial pode ser uma das maiores oportunidades
do nosso tempo para promovermos desenvolvimento com melhoria
da produtividade e conquista da equidade. Se bem orientada, com
ética, intencionalidade publica e compromisso com a justica social e
o desenvolvimento econdmico, ela nos permite reimaginar sistemas
antes aprisionados pela escassez de tempo, recursos ou acesso, além
de nos reorganizarmos como humanidade no planeta.

Como toda TPG, as IAs, principalmente em sua modalidade ge-
nerativa, tém impacto transversal, continuo e sistémico. Exigem no-
vas arquiteturas institucionais e novos modos de conduzir a existén-
cia. As consequéncias sdo tdo profundas que nos obrigam a revisitar
e reivindicar questdes epistemoldgicas (sobre como conhecemos)
e, sobretudo, ontoldgicas - ndo apenas sobre como percebemos o
mundo, mas sobre o proprio estatuto do que pode ou nio ser con-
siderado parte do humano. Isso abre um novo e inescapavel debate
que precisamos enfrentar: o do Direito a Realidade.

O conceito pode ser explicado como o direito a uma percepcio
ndo distorcida e auténtica da realidade, o que inclui a transparéncia
sobre conteudos manipulados digitalmente, a preservacio da inte-
gridade da experiéncia subjetiva, a oportunidade da convivéncia e da
coexisténcia e a constituicdo de saberes criticos, analiticos, adaptati-
vos e criativos, que ampliem nossa capacidade de discernir, imaginar
e questionar — nio apenas absorver o que nos é servido.

A questdo é tio essencial que deveria estar presente na regulacdo
das IAs para assegurar a integridade de dados, informagdes, valores,
praticas e signos, e até mesmo a transmissdo de conhecimento entre
geragdes, o que ainda estd longe de acontecer.

Para entendermos melhor o Direito a Realidade, ¢ preciso pri-
meiro pensarmos sobre o que é real. O cérebro humano, como sabe-
mos pela neurociéncia, interpreta estimulos com base em padrdes
e experiéncias, no necessariamente em sua origem. Uma imagem
artificial pode ser recebida com a mesma intensidade emocional
que uma experiéncia auténtica. Ou seja, mesmo sabendo que algo
¢ fabricado, nosso organismo reage como se fosse real — ainda mais
diante daquilo que nem sequer sabemos que ndo existiu.

Com o avango das ferramentas de inteligéncia artificial gene-
rativa, esse contexto ganha ainda mais relevancia e precisamos de
novos conceitos para dar conta do desafio. Um deles ¢ a distingdo
entre dados histdricos e sintéticos. Sua diferenciacio estd na origem:
enquanto os dados histéricos sdo gerados a partir da interagfo en-

Por Eduardo Saron

tre pessoas ou por sensores, os dados sintéticos sdo produzidos por
modelos de IA. Discussodes éticas acerca dos conteudos sintéticos
comecam a repercutir, envolvendo questdes como autenticidade,
propriedade intelectual, privacidade, deep fakes e vieses.

Ainda ndo ha um consenso sobre até que ponto o uso da IA torna
determinado conteudo sintético, porém ja se sabe que o uso desses
dados para o treinamento de modelos de IA pode trazer resultados
alarmantes. E o fenémeno chamado de “loop de feedback”, em que
pequenos erros nos dados sintéticos vdo sendo amplificados a cada
nova versdo gerada a partir deles, em um verdadeiro telefone sem
fio de erros. Esse efeito é ainda mais preocupante quando pensamos
que a internet estd inundada por dados sintéticos, que, segundo es-
pecialistas, ja representam mais da metade do contetido na rede. E
aqui que emerge o que chamo de Desigualdade Sintética.

Trata-se de uma desigualdade que nfo é apenas material, nem
puramente informacional, mas que opera nos planos simbdlico,
epistémico e perceptivo. Trata-se da diferenca entre aqueles que
conseguem experienciar o mundo de forma encarnada - com pre-
senca, corpo e vinculos - e aqueles cuja experiéncia ¢ cada vez mais
mediada por telas, dados e simulacdes. Essa desigualdade ndo de-
corre simplesmente da auséncia ou presenca de dispositivos ou de
conectividade, mas de um processo mais profundo: o modo como
a realidade ¢ codificada sob a 6tica da nossa consciéncia e, a partir
disso, mediada e apresentada a diferentes grupos sociais.

A aceleragdo da inteligéncia artificial e a explosdo de contetdos
sintéticos criam o risco de que parcelas significativas da populagio
sejam empurradas para uma realidade de segunda ordem, fragmen-
tada, algorftmica e, por vezes, iluséria. E uma exclusio que opera na
aparéncia da inclusdo. Universaliza-se o acesso digital, mas sem garan-
tir o Direito a Realidade, ou seja, o0 acesso a0 mundo compartilhado,
verificavel e vivido. A consequéncia ¢ uma vida reduzida a simulacéo,
em que vinculos, afetos e até mesmo a experiéncia do aprendizado se
dao em ambientes mediados por plataformas que prometem neutrali-
dade, mas carregam vieses, opacidades e padrdes de homogeneizagio.

Essa desigualdade se manifesta, por exemplo, na formacgdo de
professores. Garantir vivéncia pratica nas licenciaturas nio ¢ apenas
uma questdo pedagdgica: ¢ uma questio de equidade e de compro-
misso com o real. Quando a formacéo docente prescinde do chéo da
escola, da escuta ativa, do encontro com o outro e da imprevisibilida-
de do cotidiano educacional, ela se converte numa simulacdo. Uma
formacio que deveria ser experiéncia encarnada se torna avatar de si
mesma. Nesse cendrio, a Desigualdade Sintética se coloca como um
dos importantes desafios contemporaneos para a justi¢a educacional.

A énfase na plataformizagiio também é marcada por desigual-
dade. Quando uma crianca aprende apenas por meio de telas, sem
mediacio sensivel, enquanto outra explora o mundo com os cinco
sentidos e sem medos, hd uma privacdo concreta da experiéncia.
Trata-se de uma assimetria ontolégica: modos completamente dis-
tintos de se estar no mundo e de se relacionar com a realidade.
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Retomo aqui a raiz da palavra informacg@o:
informare, que em latim significa “dar forma
a algo”. O fildsofo italiano Luciano Floridi,
em The onlife manifesto, sustenta que vive-
mos numa realidade tecnossimbdlica, onde
a distingdo entre online e offline j4 ndo faz
sentido. O ser humano vive “onlife”, imer-
so num ambiente em que dados, imagens e
media¢des digitais moldam a percepgdo e a
acdo. Nesse ecossistema, quem ndo tem dis-
cernimento, agéncia ou capacidade critica
estd, de fato, excluido da realidade. Trata-
-se de uma exclus@o ontoldgica, e nfo ape-
nas digital. Como o préprio Floridi afirma: se a informagfo molda o
real, entdo o acesso a ela precisa ser regulado por critérios de justi-
¢a, confiabilidade e pluralidade. Nem toda informacéo se transforma
em conhecimento. E € ai que entra a necessidade de uma interpre-
tacflo critica que resgate o sentido, o contexto e a ética da mediacfo.

A Desigualdade Sintética também nos obriga a enfrentar um dile-
ma novo: se a IA pode simular dor, afeto, consciéncia ou ética - sem
jamais senti-los -, que tipo de mundo estamos construindo? Ao criar
sistemas que encenam humanidade sem humanidade, corremos o ris-
co de anestesiar nossa propria sensibilidade. No limite, como venho
defendendo, corremos o risco de perder o préprio chéo da realidade.
E nesse sentido que a Desigualdade Sintética amplia as desigualdades
ja existentes e inaugura outras, invisiveis as métricas convencionais.

Autores como Abhijit Banerjee e Esther Duflo, ambos laureados
com o Prémio Nobel de Economia, nos lembram que o combate a de-
sigualdade exige ir além dos grandes modelos. Exige escuta, contexto,
realidade concreta. E esse o espirito que inspira este ensaio. No se
trata apenas de fornecer tablets, algoritmos ou conectividade, mas de
garantir a presenca social, o corpo participativo e o vinculo humano.
Por isso defendo que a atuag?o contra a Desigualdade Sintética passa
pela afirmacio de dois principios ético-politicos: a interdependéncia,
como condig?o relacional e corresponsavel entre sujeitos, e o Direito
a Realidade, como garantia de que ninguém seja empurrado a viver
quase que exclusivamente apenas a sombra digital do mundo.

Nesse sentido, reafirmar a importancia da vida vivida é também
uma forma de resisténcia. A coexisténcia, o encontro entre diferen-
tes, a poténcia do territério - com suas ruas, pracas, igrejas, biblio-
tecas, escolas e familias - constituem espagos de equidade concreta.
O virtual ¢ sim fundamental para expandirmos nossa presenca no
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PARA UMA AUTORREFLEXAO CIVILIZATORIA. SE
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RELACIONAR-SE COM ALTERIDADE PROFUNDA

mundo, mas se torna nefasto quando se apresenta como unica op-
¢do, esvaziando a experiéncia corpdrea, relacional e imprevisivel do
convivio. O habitat do encontro e da natureza ndo ¢ um luxo nostal-
gico. £ um imperativo ético em tempos de hiperconexo desigual.
Defender o espago publico, o afeto situado, a escola como lugar de
vinculo e a comunidade, junto a familia, como elo de pertencimento
¢ assegurar que ninguém seja condenado a existéncia sintética, sem
natureza, Sem corpo, sem outro.

A imprescindivel experiéncia do real

NESSES ESPAGOS QUE CULTIVAMOS o que chamo de Direi-

to a Realidade: a possibilidade de viver com densidade,

vinculo e atuacio, em contraponto aqueles que, privados

dessas ancoras, sio empurrados para o isolamento, a in-
segurangca e o reftigio precario no virtual.

E evidente que o virtual e o sintético desempenham um papel
fundamental, pois democratizam o acesso e impulsionam o avango
do conhecimento. Também possibilitam novas descobertas e inova-
¢des significativas no mundo cientifico. Mas ndo podem ser expe-
riéncias preponderantes para as pessoas.

Essa forca ambigua diz muito de como vejo a IA: uma TPG que
nos confronta com riscos profundos, mas também com a possibi-
lidade de regeneragio. O que faremos com essa caixa de Pandora
aberta depende de nds, das escolhas politicas, institucionais e éticas
que formos capazes de fazer em nome do bem comum. E, para isso,
precisamos ter a maxima consciéncia do que essa nova forca que se
apresenta pode significar para a humanidade.

Nesse ponto, vale recorrer ao socidlogo francés Emile Durkheim,
cuja obra ¢ fundamental para refletirmos sobre os efeitos sociais
dessa tecnologia. Durkheim concebe a educa¢iio como um processo
coletivo de integracio e solidariedade, e a cultura como um vetor de
coesdo social. Sua nocdo de “fato social” - comportamentos, nor-
mas e expectativas que moldam os individuos de forma coercitiva,
muitas vezes sem mediacgo critica - ¢ central para compreender-
mos como a transformagio digital que vivemos torna certas condu-
tas normativas, influenciando decisdes, percepgdes e formas de vida.
Ao pensarmos a IA como fato social, somos convocados a interrogar
ndo apenas sua funcionalidade, mas sua forca simbdlica: o que ela
impde, o que oculta, o que torna desejavel ou invidvel.

Durkheim também nos oferece uma chave importante ao distin-
guir entre solidariedade mecénica (baseada na semelhanca entre in-
dividuos) e solidariedade organica (baseada na interdependéncia en-
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tre diferentes). Esse conceito é especialmente potente no momento
em que transitamos de um mundo do trabalho tradicional para um
mundo ancorado em redes criativas, cognitivas e tecnoldgicas. Sua
preocupagio com a coesdo, sobretudo diante das rupturas provoca-
das por inovacdes, reforca a centralidade da educagfo e da cultura
emanadas, vividas, como condi¢des para que possamos fazer da IA
uma aliada do bem comum, e nfio um vetor de exclusdo silenciosa.

E nesse contexto que o Direito a Realidade se impde como um
novo capitulo dos Direitos Humanos. Um direito que nio é apenas
informacional, mas também simbélico e existencial. E aqui também
que a Etica Relacional precisa se afirmar. A ética que nasce do encon-
tro, como nos lembra o filésofo austriaco Martin Buber: do “entre”
que se constrdi entre o Eu e o Tu. Da presenca, do toque, da escuta e
da hesitacio. Nao estamos falando apenas de regulagfo tecnoldgica.
Estamos falando de reparar a confianga no mundo compartilhado.

Por isso insisto: precisamos ressignificar e fortalecer as escolas,
0s museus, as igrejas, as bibliotecas, as pragas e a natureza, como
territorios de convivéncia, onde vinculos se constroem a partir da
vida vivida, e ndio de narrativas programadas. Porque ¢ por meio
desse exercicio consciente que poderemos sustentar um mundo
capaz de resistir ao dilivio sintético. Um mundo do encontro, da
convivéncia, da coexisténcia.

Pois é no real, com sua densidade, seus riscos e seus sentidos,
que seguimos sendo humanos. N#o apenas pelo controle das ma-
quinas, mas pela fidelidade a experiéncia que nos transforma. Pela
capacidade de comoc@o diante da subjetividade da arte, ou mesmo
da fé, e da busca pela plenitude incompleta do ser. Ai, sim, a reafir-
magcdo do humano.

A poténcia dos encontros no real

MPOSSIVEL NAO LEMBRAR DO FILME MATRIX, de 1999, dirigido
por Lilly e Lana Wachowski, que explora profundamente a
questio da realidade. O personagem principal, Neo, descobre
que o mundo em que vive ¢ uma simulacdio gerada por ma-
quinas inteligentes que controlam a humanidade. Neo ¢ confrontado
coma escolha de continuar vivendo na ilusdo ou enfrentar a realidade.

Matrix nos forca a questionar: o que ¢ real? Se no tivermos ga-
rantias, ferramentas e interagdes éticas para distinguir a realidade
do Simulacro e Simulagdo - ndo a toa, o livro do fildsofo francés Jean
Beaudrillard aparece de forma subliminar no filme -, poderemos ser
manipulados, rodeados por nossa ignorancia e complacéncia.

O Direito a Realidade precisa ser um tema para debate e mo-
bilizacdo de todos - governos, instituicdes multilaterais, academia,
empresas e sociedade civil -, abordado como um novo campo dos
Direitos Humanos, em especial o artigo primeiro, que fala de liber-
dade, razdo, consciéncia e fraternidade.

A saida, para além da regulamentacio e de imperativos éticos no
design e na implementacgo da IA, passa necessariamente pela alian-
ca transformadora da arte, da cultura e da educagio, e pela poténcia
dos encontros no real. Essa triplice (arte, cultura e educacio) pos-
sibilita o desenvolvimento de quatro importantissimas habilidades
que precisam nos guiar, mais do que nunca, no cendrio contempora-
neo: a adaptabilidade e os pensamentos critico, analitico e criativo.

Somente se estivermos munidos dessas quatro habilidades, e fo-
cados na poténcia que a interdependéncia nos traz, teremos o com-

ponente humano no centro dessa revolucio tecnoldgica que pode,
e deve, nos trazer grandes oportunidades para um novo capitulo da
histdria da humanidade.

IA para todos

S POSSIBILIDADES SAO INUMERAS e dependem de nossa

intencionalidade como mundo, nag?o, organizacdes, so-

ciedade e familia. E também, sob o ponto de vista ontolé-

gico, todo o debate que a IA provoca nos oferece grandes
oportunidades, como a redefini¢io do humano. A TA nos obriga a revi-
sitar as fronteiras do que ¢ propriamente humano e abre espago para
uma autorreflexdo civilizatdria. Se a IA simula linguagem, arte, deci-
sdo e até empatia, 0 que resta como essencialmente humano? Talvez
seja a capacidade de atribuir sentido, deliberar com responsabilidade,
relacionar-se com alteridade profunda, ou seja, desenvolver aquilo
que Martin Buber chamaria de uma ética do “Eu-Tu”, e ndo apenas
do “Eu-Isso”. E ontologicamente promissor porque nos forca a sair
da fantasia da autonomia e autossuficiéncia como paradigma e reen-
contrar o humano como ser relacional, presente, simbdlico e finito.

Essa mesma IA nos oferece a oportunidade de ampliacdo do cam-
po do pensavel e do dizivel. A IA nos da acesso a formas de expres-
sdo, linguagem e articulagfio antes inimagindveis. A IA generativa
pode nos oferecer melhor e maior tecnologia para fabulagdo huma-
na, ao reconhecermos que essa ¢ uma condicio de vida, como dizia o
critico literario Antonio Candido em seu texto seminal de 1988 sobre
o direito a literatura. E nisso: criar narrativas simbolicas, simular ce-
narios futuros, explorar caminhos que ampliam a imaginacgo para
novos cendrios e tempos possiveis.

Nesse caso, a IA ndo reduz a realidade, ela a multiplica, desde
que estejamos conscientes de que sdo simulagdes, ndo substitui¢des.
Aqui estd o elo com meu conceito de Direito a Realidade: garantir o
acesso ao real nfo significa recusar a simulagio, mas distingui-la e
integrd-la com compreensdo simbiética.

Temos a chance de instituir uma ética tecnoldgica relacional: a rea-
lidade ¢ tecida por relagdes - entre humanos, e entre humanos cons-
cientes que interagem com o nfio humano. A governanca da IA passa
a ser um campo onde a técnica nfo é neutra, mas ética em sua origem.
A supervisdo humana torna-se um gesto essencial e fundador.

Como aponta Ailton Krenak, o nosso tempo ¢ especialista em
criar auséncias: do sentido de viver em sociedade, do préprio senti-
do da experiéncia da vida. Isso gera uma intolerancia muito grande
em relacfio a quem ainda ¢ capaz de experimentar o prazer de estar
vivo, de dangar, de cantar.

Vivemos um laboratério vivo do nosso tempo. Isso significa re-
novar os vinculos da interdependéncia e instituir um novo pacto no
qual a consciéncia permanece nos fazendo no e para o mundo.

Em tempos de acelerada transformacio, precisamos reafirmar
que o digital ndo pode ser a iinica forma de existéncia possivel. A IA
precisa expandir nossa presenca e conhecimento, mas jamais subs-
tituir a convivéncia e os saberes. E por isso que sigo defendendo o
Direito a Realidade, a ética da interdependéncia e o enfrentamento
da Desigualdade Sintética. Mas fago isso com os olhos firmes naquilo
que resta no fundo da caixa de Pandora: a esperanca.

A inteligéncia artificial ndo ¢ destino. E escolha. E pode ser, sim,
uma escolha de futuro para todos. o

9
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A inteligéncia artificial
ocupa hoje o centro de
disputas sobre o que
significa pensar, decidir
e viver em sociedade.
Muito além dos mitos de
mdquinas conscientes ou
de ameacas apocalipticas,
o desafio real ¢ entender
como sistemas que

ndo raciocinam nem
compreendem o mundo
impactam democracias,

valores humanos e esferas

puiblicas. A IA faz emergir

uma pergunta crucial:
até que ponto queremos
delegar as mdquinas
escolhas que moldam o
nosso futuro coletivo?

Por Dora Kaufman
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O raciocinio é uma habilidade crucial que
diferencia a IA da cogni¢iio humana, ou do que
chamamos de “pensamento”. Pesquisadores
da Universidade Cornell, nos Estados Unidos,
estimam que tomamos cerca de 226 decisdes
por dia apenas sobre alimentacéo, e 2 medida
que o nivel de responsabilidade aumenta, tam-
bém se eleva a multiplicidade de escolhas que
precisamos fazer: um adulto médio chega a 35
mil decisdes remotamente conscientes por
dia.> Toda decisdo envolve raciocinio, um atri-
buto central da inteligéncia humana.

As redes neurais - base de modelos de lin-
guagem como ChatGPT da OpenAl, Gemini
do Google, Llama da Meta, Claude da Anthropic, DeepSeek R1 - sdo
relativamente eficientes em reconhecer padrdes em grandes volu-
mes de dados, mas ndo emulam o raciocinio humano. Este envol-
ve método de busca (search), formulacdo de hipdteses, avaliagio de
cendrios e causalidade, elementos ausentes em redes probabilisti-
cas, como as redes neurais. Ao estabelecer apenas correlacdes, es-
sas redes nio contemplam causalidade (teia de relagdes de causa e
efeito) nem contrafactual (situacdo ou evento que ndo aconteceu,
mas poderia ter acontecido), que sdo parte intrinseca dos métodos
de search, que por sua vez sdo parte intrinseca do raciocinio humano
(o “aprendizado” das redes neurais ocorre durante o treinamento, e
esses sistemas ndo sdo capazes de responder a perguntas que que-
bram as regras em que foram treinados).

Judea Pearl é um cientista da computag?o e filésofo israelense-
-estadunidense, ganhador do Prémio Turing de 2011 - 0 mesmo ou-
torgado a Geoffrey Hinton, Yoshua Bengio e Yann LeCun em 2018.
No final dos anos 1980, Pearl identificou a falta de raciocinio causal
como o maior obstaculo para a IA atingir a inteligéncia humana.
“Um mddulo de raciocinio causal permitiria as maquinas refletir
sobre seus erros, identificar pontos fracos em seu software, funcio-
nar como entidades morais e dialogar sobre suas préprias escolhas e
inten¢des”, argumenta. Ele destaca a capacidade humana de imagi-
nar cendrios alternativos, essencial para o planejamento. “Assim, se
quisermos que os robos respondam ‘por qué?’ ou mesmo entender
os significados, devemos equipd-los com um modelo causal e ensind-
-los a responder a perguntas contrafactuais”, conclui Pear].?

Extrair informacdes Uteis dos dados é um processo limitado; os
dados sdo capazes, por exemplo, de aferir que os pacientes que to-
maram um determinado medicamento se recuperaram mais rapido
do que aqueles que no o tomaram, mas os dados néo nos dizem a
causa. Pearl destaca no raciocinio humano a capacidade de refletir
sobre as proprias acdes passadas e vislumbrar cendrios alternativos
(base do raciocinio). Para executar uma tarefa com algum grau de
complexidade e/ou relevancia, os humanos recorrem ao planeja-
mento, imaginando e comparando as possibilidades e consequéncias
de distintas estratégias. Pearl denomina esse processo de “modelo
mental da realidade”, no qual “a imaginacgo acontece, nos permite
experimentar diferentes cendrios implementando alteracdes loca-
lizadas no modelo”. Para o cientista, “a capacidade de conceber a
propria intengio e, em seguida, usd-la como uma evidéncia no ra-
ciocinio causal é um nivel de autoconsciéncia (se ndo consciéncia)
que nenhuma mdquina que eu conhega alcangou. [...] enquanto as

COMO ALERTAM ALGUNS ESPECIALISTAS,

O PERIGO ATUAL NAO E A IA SUPERAR A
INTELIGENCIA HUMANA, MAS A SUPOSI(;AO
EQUIVOCADA DE QUE ELA O FAZ, LEVANDO
A DELEGAQAO IRREFLETIDA DE DECISOES
CRITICAS. A IA DEVE SER PARCEIRA, NAO
SUBSTITUTA, DE ESPECIALISTAS HUMANOS

probabilidades codificam nossas crencas sobre um mundo estatico,
a causalidade nos diz se e como as probabilidades mudam quando o
mundo muda, seja por intervencgo ou por ato de imaginacio. Sem a
capacidade de vislumbrar realidades alternativas e compara-las com
arealidade atualmente existente, uma maquina nio pode responder
a pergunta mais basica que nos torna humanos: ‘Por qué?”.

Os algoritmos de IA identificam padrdes estatisticos, mas nao
tém como saber o que esses padrdes significam porque estio con-
finados ao mathworld (mundo da matematica); sem compreender o
mundo real, a IA ndo tem como avaliar se os padrdes estatisticos que
encontram sdo coincidéncias tteis ou sem sentido. Como alertam
alguns especialistas, o perigo atual ndo ¢ a IA superar a inteligéncia
humana, mas a suposi¢io equivocada de que ela o faz, levando a de-
legacdo irrefletida de decisdes criticas. A IA deve ser parceira, no
substituta, de especialistas humanos.

A transparéncia domina o debate sobre inteligéncia artificial e
integra a lista das principais criticas as decisdes automatizadas, mas
humanos e organizacdes também sdo opacos. Sao multiplas as ra-
zdes. No primeiro caso, participam do processo decisorio a intuiggo,
o inconsciente, as emocdes, 0s instintos — a exposicdo da vida privada
nas redes sociais ndo significa, necessariamente, transparéncia. No
segundo, a transparéncia ¢ limitada pelo sigilo comercial e industrial.
Nem sempre a transparéncia ¢ considerada um atributo positivo. O
filésofo sul-coreano Byung-Chul Han, por exemplo, em Sociedade da
transparéncia, critica a transparéncia como uniformizadora, elimi-
nando ambiguidades e complexidades. Para ele, a linguagem trans-
parente é formal, puramente mecanica, operacional, e elimina toda
ambivaléncia, todas as relagdes assimétricas: “o imperativo exposi-
tivo leva a uma absolutizagio do visivel e do exterior, o invisivel ndo
existe, pois ndo possui valor expositivo algum, ndo chama atengdo”.
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DORA KAUFMAN ¢ doutora em midias digitais pela Esco-
la de Comunicacoes e Artes da Universidade de Sao Paulo
(ECA/USP), com estagio sanduiche na Universidade de Pa-
ris-Sorbonne (Paris 4), na Franca, e professora do Programa
de Tecnologias da Inteligéncia e Design Digital da Faculdade
de Ciéncias Exatas e Tecnologia da Pontificia Universidade
Catdlica de Sao Paulo (TIDD/PUC-SP). Com uma visdo multi-
disciplinar, dedica-se aos efeitos éticos e sociais da inteligén-
cia artificial na economia, na comunicagao e sociabilidade, no
trabalho, na educagao e nos desafios regulatorios.
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No caso da inteligéncia artificial, a transparéncia tem valor po-
sitivo, especialmente na interpretacio dos resultados gerados pelos
sistemas habilitados por IA. No entanto, ¢ importante diferenciar a
cadeia de produgio de um sistema de IA e o uso especifico da IA: a
cadeia de produg?o ¢ permeada pela subjetividade humana nas deci-
sOes em cada etapa, portanto, a transparéncia ¢ factivel (explicagdo
sobre cada decisdo humana); a transparéncia no uso da técnica de
redes neurais profundas ¢ mais complicada - os algoritmos estabe-
lecem correlacdes e geram uma hierarquia de pesos entre as corre-
la¢des, processo, ndo a toa, denominado black box (ou opacidade da
técnica, ou ainda néo interpretabilidade).

Em busca de uma definicdo

COMPLEXIDADE DA IA TRANSCENDE a natureza da técnica,
comeca pela dificuldade de conceituar “inteligéncia ar-
tificial”. Definir a IA com precisio talvez nio seja es-
sencial para desenvolvedores, mas ¢ mandatério para
reguladores, legisladores, gestores e cientistas sociais. As iniciativas
mundo afora de estabelecer arcaboucos regulatdrios enfrentam o de-
safio de delimitar o que ¢ ou o que ndo ¢ IA, condicdo basica para ge-
rar diretrizes e leis aplicaveis em processos de arbitragem por juizes.

O britanico Stuart Russell e o estadunidense Peter Norvig, auto-
res de Inteligéncia artificial, descrevem a IA como o estudo de agentes
que percebem e agem no ambiente. Considerando os vérios domi-
nios de implementacgo, esses cientistas da computacio identificam
oito defini¢des agregadas em duas dimensdes: as relacionadas a pro-
cessos de pensamento e raciocinio, e as relacionadas a comporta-
mento (veja o quadro).

Russell e Norvig, contudo, reconhecem a dificuldade de unificar
as defini¢bes de inteligéncia artificial pela diversidade de aplicagdes
nos varios subcampos. E perceptivel a amplitude conceitual das de-
fini¢des listadas, inclusive o fato de algumas delas definirem a IA a
partir do conceito ndo universal de “inteligéncia”. Para os autores,

o entendimento de como o ser humano pensa ¢ precondiciio para
qualquer estratégia de modelagem cognitiva, o que significa pene-
trar na mente humana (nfo por coincidéncia, os campos da IA e da
ciéncia cognitiva evoluem interconectados).

A Organizacio para a Cooperacdo e Desenvolvimento Econdmi-
co (OCDE)* define a IA como sistema baseado em mdquina capaz
de influenciar o ambiente produzindo uma saida (previsdes, reco-
mendagdes ou decisdes) para um determinado conjunto de objeti-
vos. Ele usa dados e entradas baseados em maquinas e/ou humanos
para a) perceber ambientes reais e/ou virtuais; b) abstrair essas per-
cepgdes em modelos por meio de andlise de maneira automatizada
(por exemplo, com aprendizado de maquina) ou manualmente; e c)
usar inferéncias em modelos para formular op¢des de resultados. Os
sistemas de IA so projetados para operar com varios niveis de auto-
nomia. A Lei de IA europeia (AI Act), no Anexo I da AT Act,S fornece
trés conceituacdes de IA: (a) abordagens de aprendizado de ma-
quina, incluindo aprendizado supervisionado, ndo supervisionado
e por refor¢o, usando uma ampla variedade de métodos, incluindo
aprendizado profundo; (b) abordagens baseadas em 1dgica e conhe-
cimento, incluindo representacio de conhecimento, programacdo
indutiva (I6gica), bases de conhecimento, mecanismos de inferén-
cia e dedugio, raciocinio (simbdlico) e sistemas especializados; (c)
abordagens estatisticas, estimagfio bayesiana, métodos de busca e
otimizacdo. As defini¢des de IA sdo controversas, inclusive porque
os termos “abordagens estatisticas” e “métodos de busca e otimi-
zac¢d0” incluidos na tultima definicio sdo tdo amplos que podem en-
volver sistemas normalmente néo associados a IA. Reconhecendo a
dificuldade, a Comiss@o Europeia optou como solugo listar as pos-
sibilidades de aplicacdo em cada categoria.

A House of Lords (camara alta do Parlamento do Reino Unido),°®
por sua vez, admite a inexisténcia de uma defini¢fio universalmente
aceita de inteligéncia artificial, ponderando sobre a urgéncia de um
estudo especifico sobre o que ¢ e o que ndo é IA. Para fins praticos,
adotou-se a definicdio do governo inglés expressa no “Livro Branco

DEFINIGCOES DE IA, ORGANIZADAS EM 4 CATEGORIAS

AS OITO DEFINICOES DE IA ESTAO DISPOSTAS AO LONGO DE DUAS DIMENSOES. As que estdo na parte superior da tabela se relacionam a proces-
sos de pensamento e raciocinio, enquanto as defini¢des da parte inferior se referem a comportamento. As do lado esquerdo medem o sucesso
em termos de fidelidade ao desempenho humano, enquanto as do lado direito medem o sucesso comparando-o a um conceito ideal de inteligeén-
cia, chamado racionalidade. Um sistema ¢ racional se “faz a coisa certa”, dado o que ele sabe.

PENSANDO COMO UM HUMANO

“O novo e interessante esforco para fazer os computadores pensarem [(...])

maquinas com mentes, no sentido total e literal” (Haugeland, 1985).

“[Automatizacio de] atividades que associamos ao pensamento humano,
atividades como a tomada de decis@o, a resolucio de problemas, o
aprendizado” (Bellman, 1978).

AGINDO COMO SERES HUMANOS

“A arte de criar maquinas que executem fungdes que exigem inteligéncia
quando executadas por pessoas” (Kurzweil, 1990).

“O estudo de como os computadores podem fazer tarefas que hoje sdo
melhor desempenhadas por pessoas” (Rich; Knight, 1991).

PENSANDO RACIONALMENTE

“O estudo das faculdades mentais pelo uso de modelos
computacionais” (Charniak; McDermott, 1985).

“O estudo das computacdes que tornam possivel perceber,
raciocinar e agir” (Winston, 1992).

AGINDO RACIONALMENTE

“Inteligéncia computacional é o estudo do projeto de agentes
inteligentes” (Poole et al., 1998).

“IA [...] estd relacionada a um desempenho inteligente de
artefatos” (Nilsson, 1998).

Fonte: Russell, S.; Norvig, P. Inteligéncia artificial. Rio de Janeiro: Elsevier, 2013.
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A DEMOCRACIA PROSPERA COM O

DISSENSO, MAS DEPENDE DE UM TERRENO
COMPARTILHADO DE FATOS. QUANDO

SISTEMAS ALGORITMICOS CRIAM AMBIENTES
INFORMACIONAIS TAO DISTINTOS QUE
CIDADAOS NAO CONCORDAM SEQUER SOBRE

A NATUREZA DOS PROBLEMAS SOCIAIS, O
PROCESSO DELIBERATIVO FICA COMPROMETIDO

de Estratégia Industrial”” - “Tecnologias com a capacidade de exe-
cutar tarefas que, de outra forma, exigiriam inteligéncia humana,
como percepgio visual, reconhecimento de fala e tradugio de idio-
mas” -, acrescentando a essa defini¢do a capacidade dos sistemas
atuais de IA de aprender ou se adaptar a novas experiéncias ou es-
timulos.® Defini¢do igualmente generalista, que ndo abarca o amplo
espectro de uso atual da inteligéncia artificial.

Essa diversidade de definicdes estd presente também nos insti-
tutos. Para o Human-Centered Artificial Intelligence (HAI) da Uni-
versidade Stanford,’ a inteligéncia artificial pode ser definida como
a capacidade de aprender e executar uma variedade de técnicas para
resolver problemas e atingir objetivos - técnicas que sdo apropria-
das ao contexto em um mundo incerto e em constante variacio —,
ressalvando, contudo, que a autonomia na IA nio tem o sentido de
autogoverno comum na politica ou na biologia. O Alan Turing Ins-
titute'® define a IA como mdquinas que agem de forma inteligente,
normalmente fazendo previsdes ou decisdes sobre varios aspectos
do mundo em que vivemos. Usada, geralmente, em sistemas basea-
dos em aprendizado de maquina (machine learning), técnica que exi-
ge grandes volumes de dados de “treinamento” para serem eficazes,
e apresentam resultados mais assertivos quando os dados sdo cuida-
dosamente rotulados (“aprendizado supervisionado”).”

Entre os autores, o estadunidense Ian Goodfellow e os canaden-
ses Yoshua Bengio e Aaron Courville, em Deep learning (Aprendiza-
gem profunda, em traducio livre), consideram a inteligéncia arti-
ficial como um campo préspero com muitas aplicacdes praticas e
tépicos de pesquisa ativos, constituido de software inteligente para
automatizar o trabalho de rotina, entender fala ou imagem, produ-
zir diagndsticos médicos e apoiar pesquisas cientificas bdsicas. Para
eles, o verdadeiro desafio ¢ resolver tarefas de ficil realizagdo pelos
humanos, mas dificeis de ser descritas formalmente - problemas in-
tuitivos como reconhecer palavras faladas ou rostos em imagens. Ja
o cientista da computacgo turco Ethem Alpaydin considera a inteli-
géncia artificial, inspirada no cérebro bioldgico, parte da ciéncia da
computacio e, como em qualquer ramo da engenharia, o objetivo é
construir sistemas uteis. A incapacidade do ser humano de explicar
a si préprio inviabiliza a tarefa de escrever um programa de compu-
tador que reproduza o funcionamento dos seres humanos. No livro
Machine learning (Aprendizado de mdquina, em tradugdo livre), o
autor diferencia um programa de aprendizado de méquina de um
programa de computador comum pelo fato de os parametros do
primeiro serem modificdveis; ao atribuir valores diferentes a esses

parametros, o programa pode fazer coisas
distintas alterando os resultados. Segun-
do o filésofo belga Mark Coeckelbergh,
em Etica na inteligéncia artificial, a Al pode
ser definida como inteligéncia exibida ou
simulada por cddigo (algoritmos) ou ma-
quinas, mas admite que essa definicio ¢é
baseada no conceito filosoficamente vago
de “inteligéncia”. Inicialmente, Coeckel-
bergh recorre a defini¢io de Philips Jansen
- “a ciéncia e a engenharia de maquinas
com capacidades que sdo consideradas in-
teligentes pelo padrdo da inteligéncia hu-
mana” -, mas reconhece sua limitacdo ao
considerar a “inteligéncia” necessariamente como semelhante a hu-
mana. A cientista da computacio estadunidense Melanie Mitchell,
em Artificial intelligence: a guide for thinking humans (Inteligéncia ar-
tificial: um guia para humanos pensantes, em traducéo livre), cita a
definicdo de um comité de pesquisadores proeminentes: “um ramo
da ciéncia da computacdo que estuda as propriedades da inteligén-
cia sintetizando a inteligéncia”, ou seja, reproduzindo a inteligéncia
humana. Esse mesmo comité, segundo a autora, admite o desafio
de definir a IA, mas considera essa limitacdo como positiva. A pes-
quisadora britanica Margaret A. Boden, em Inteligéncia artificial: uma
brevissima introdugiio, pondera que a IA procura preparar os compu-
tadores para fazer coisas que a mente é capaz de fazer, sendo que al-
gumas dessas coisas (como o raciocinio) sdo definidas normalmente
como “inteligentes”.

Nas definicdes de IA listadas é possivel identificar como elemen-
tos comuns: a) o carater generalista; b) a ténue linha de diferencia-
¢do entre modelos estatisticos com ou sem o uso de técnicas de IA,
inclusive citando termos e técnicas estatisticas associados igual-
mente a sistemas com ou sem IA; ¢) a prerrogativa de listar possibi-
lidades de aplicacdio em diversos dominios e/ou categorias de risco; e
d) conceituam a IA com base no termo “inteligéncia”, conceito ndo
universal. Com base no cendrio atual e nas propriedades da tecnolo-
gia, parece ser mais apropriado definir a IA pela natureza da tarefaa
ser executada, e ndo pela técnica utilizada, ou seja, seria inteligéncia
artificial quando o sistema substitui acdes que requerem decisio hu-
mana, em geral, que acessam a “inteligéncia” em qualquer que seja
sua compreensao.

Entre utopias e distopias sobre a inteligéncia artificial, destacam-
-se o risco existencial e o impacto na democracia.

A ameaca do risco existencial

“RISCO EXISTENCIAL” FOI REVISITADO com 0 advento do
ChatGPT. O célebre cientista britanico Alan Turing,
em seu artigo seminal de 1950, alertou para a possi-
bilidade de as maquinas nos ultrapassarem em poder
intelectual. Consta como sua ultima apari¢iio publica uma entrevista
concedida a BBC em 1952, na qual afirmou: “Embora [0 computador
digital] possa ser programado para se comportar como cérebros, no
momento nio sabemos como isso deve ser feito. Com essa perspec-
tiva, estou totalmente de acordo. Deixo em aberto a questio de sa-
ber se teremos ou nfo teremos sucesso em encontrar tal programa.
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Eu, pessoalmente, estou inclinado a acreditar que tal programa serd
encontrado”. Aparentemente, Turing ndo associou sua previsio oti-
mista a um risco existencial.

O filésofo sueco Nick Bostrom, em Superinteligéncia, define “risco
existencial” como aquele que ameaca aniquilar a vida inteligente no
planeta Terra, ou limitar permanente e drasticamente seu potencial.
Para Bostrom, o primeiro risco existencial criado pelo ser humano
foi a bomba atOmica, a partir da preocupagdo de que a explosdo ini-
cial geraria uma reacfio em cadeia descontrolada, o que efetivamente
ndo aconteceu nos bombardeios dos Estados Unidos em Hiroshima
e Nagasaki, no Japao, ao final da Segunda Guerra Mundial, em agosto
de 1945. O segundo risco existencial ¢ a potencial explosdo da inteli-
géncia com a criagdo da superinteligéncia de méquina, detentora da
vantagem estratégica de moldar o futuro da vida inteligente com base
em suas proprias motivagdes. A superinteligéncia visualizaria os hu-
manos como uma ameaca potencial ao seu sistema, devendo portan-
to ser eliminados, causando uma “catastrofe existencial”.

Para o filésofo australiano Toby Ord, no livro The precipice: exis-
tencial risk and the future of humanity (O precipicio: risco existencial e
o futuro da humanidade, em tradug@o livre) - no qual, inclusive, cita
Bostrom -, riscos existenciais sdo aqueles que ameacam de destrui-
¢do o potencial de longo prazo da humanidade, considerando que a
extingdo ¢ a maneira mais 6bvia de destruir todo esse potencial. Exis-
tem outras, argumenta o autor, como, por exemplo, se a civilizacio
humana sofrer um colapso irrecuperavel, isso pode igualmente ani-
quilar o potencial de longo prazo da humanidade. Ord qualifica “po-
tencial de longo prazo da humanidade” como “o conjunto de todos
os futuros possiveis que permanecem abertos para nds. Esta é uma
ideia expansiva de possibilidade, incluindo tudo o que a humanidade
poderia eventualmente alcangar, mesmo que ainda ndo tenhamos
inventado os meios de alcancd-lo”. Ele enquadra os riscos existen-
ciais em trés grandes categorias: os riscos naturais, riscos antro-
pogénicos (originados pela atividade humana, como armas nuclea-
res, mudangas climaticas, degradacdo ambiental) e riscos futuros
(pandemias, inteligéncia artificial). Ord fundamenta a inclusdo da IA
nos riscos existenciais com base em uma pesquisa realizada em 2016
entre os participantes das conferéncias NeurIPS e ICML: dos 21%
que responderam a pesquisa, 50% creem no advento da inteligéncia
geral artificial (AGI) em 45 anos (a previsdo dos pesquisadores esta-
dunidenses para essa tecnologia hipotética que pode estar prepara-
da para revolucionar quase todos os aspectos da vida e do trabalho
humanos € 74 anos). Além de as previsoes de longo prazo estarem
mais para ficcdo, ele préprio admite a fragilidade da pesquisa (o que
a leitura atenta do relatério da pesquisa confirma).

A inteligéncia artificial como risco existencial, descrita pelos
autores acima, nio se refere aos sistemas de IA atuais, mas a uma
especulacio sobre o futuro da IA em que a inteligéncia de maqui-
na alcanga ou supera as capacidades da inteligéncia humana (supe-
rinteligéncia). Com mais incertezas do que certezas, ndo existem
evidéncias cientificas de que o desenvolvimento da IA sera exitoso
em atingir esses limiares, contudo as especula¢des sobre um futuro
distopico encontram respaldo no imagindrio popular moldado pela
ficcdo cientifica e pelo medo de uma tecnologia poderosa e obscura.

Em 1967, o cientista cognitivo estadunidense Marvin Minksy, um
dos fundadores em 1956 do campo da inteligéncia artificial, fez uma
previsdo ousada: “Dentro de uma geracéo, o desafio de criar ‘inteli-

O QUE E, AFINAL,
INTELIGENCIA ARTIFICIAL?

A RESPOSTA DEPENDE DE QUEM RESPONDE. Conceito mul-
tifacetado, a IA j4 foi definida como imitagdo da mente humana,
como ldgica estatistica, como agente racional ou como qualquer
sistema que automatize decisdes. O termo foi cunhado em 1956 por
John McCarthy durante a conferéncia de Dartmouth e substituiu
“estudos de automatos” por soar mais atrativo. A seguir, 13 defini-
¢Oes distintas.

Stuart Russell e Peter Norvig | No livro Inteligéncia artificial, orga-
nizam as defini¢des de IA em quatro categorias: pensar como huma-
nos, pensar racionalmente, agir como humanos e agir racionalmente.
A dupla vé a IA como o estudo de agentes que recebem percepcoes do
ambiente e executam agdes.

OCDE | Define TA como sistema baseado em méquina que produz
saidas (previsdes, decisdes) com diferentes niveis de autonomia, a
partir de entradas humanas ou automatizadas.

Al Act - Unido Europeia | Traz definicio funcional de IA com
trés abordagens técnicas: aprendizado de maquina; 16gica e conhe-
cimento; e estatistica e otimizacao.

Governo Britanico - Livro Branco de Estratégia Industrial |
Define IA como tecnologia capaz de realizar tarefas que exigem
inteligéncia humana, como visdo e linguagem, com capacidade de
adaptacio a novos estimulos.

House of Lords - Parlamento Britanico | Adota a defini¢io do
governo britanico e ressalta a falta de consenso sobre o conceito
de IA.

Stanford HAI - Human-Centered Artificial Intelligence | De-
fine TA como a capacidade de aplicar técnicas adequadas a contex-
tos variaveis e incertos, deixando claro que “autonomia” aqui nao
¢é autogoverno.

Alan Turing Institute | IA sio méquinas que fazem previsdes ou
decisdes com base em dados, geralmente usando aprendizado de
maquina supervisionado.

Ian Goodfellow, Yoshua Bengio e Aaron Courville | Descre-
vem a IA como campo de software inteligente voltado a automati-
zacdo de tarefas humanas complexas.

Ethem Alpaydin | Descreve a IA como parte da ciéncia da compu-
tacdo, com programas que ajustam automaticamente seus parame-
tros para melhorar seu desempenho.

Mark Coeckelbergh: Define IA como inteligéncia exibida ou si-
mulada por cédigo ou méquinas, reconhecendo que o termo “inte-
ligéncia” € filosoficamente vago.

Philips Jansen et al. (2018), citados por Coeckelbergh | “A cién-
cia e a engenharia de maquinas com capacidades que sdo considera-
das inteligentes pelo padréo da inteligéncia humana.”

Melanie Mitchell | IA é “um ramo da ciéncia da computacio que
estuda as propriedades da inteligéncia sintetizando a inteligéncia”,
com foco em reproduzir a inteligéncia humana.

Margaret A. Boden | A 1A busca preparar computadores para rea-
lizar tarefas que normalmente exigem capacidades mentais huma-
nas, como o raciocinio.

Apesar da diversidade de abordagens, a maioria das defini¢cdes de
inteligéncia artificial apresenta alguns pontos em comum: sao ge-
neralistas e imprecisas; utilizam termos compartilhados com mo-
delos estatisticos tradicionais; focam mais nas aplicacdes ou riscos
do que em descrever a tecnologia; baseiam-se no conceito de “inte-
ligéncia”, que ¢é subjetivo e controverso.
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géncia artificial’ serd substancialmente resolvido”. Quase duas gera-
¢oes depois, quio perto estamos do objetivo de dotar as maquinas de
inteligéncia de nivel humano ou superior (superinteligéncia)? Segun-
do Judea Pearl, nfio sabemos: “Estamos de fato chegando mais perto
do dia em que computadores ou robos poderdo entender conversas
causais? Podemos criar inteligéncias artificiais com tanta imaginagdo
quanto um ser humano de 3 anos? Eu compartilho algumas ideias,
mas ndo dou conclusdes definitivas. [...] Tal maquina seria uma
companhia maravilhosa para nossa espécie e realmente se qualifica-
ria como o primeiro e melhor presente da IA para a humanidade”.

O impacto na democracia

A DEMOCRACIA, A IA E AMBIVALENTE. Se, por um lado,

pode potencializar processos participativos ampliando

o0 engajamento, conectar cidaddos e governantes, por

outro representa riscos ao facilitar a disseminagéo de
desinformac@o, amplificar polarizacdes e intensificar vigilancia mas-
siva, além de fomentar estereétipos de identidade. Essa ambivalén-
cia ganha relevancia em um contexto global de fragilizacdo das de-
mocracias: o Indice de Democracia (Democracy Index) mostra que
45,4% da populacdo mundial vive em regimes democraticos, sendo
que apenas 7,8% desfrutam de uma democracia plena, enquanto
39,4% estdo sob regimes autoritdrios. O Parlamento Europeu, em
seu relatorio “Artificial intelligence, democracy and elections” de
2023, reconhece a IA como uma oportunidade para aprimorar o pro-
cesso democratico, ao contribuir para uma melhor compreensio da
politica pelos cidaddos, e para aproximar os politicos dos eleitores
de modo mais eficaz, consequentemente mudando a qualidade das
campanhas eleitorais e das formula¢des de politicas ptiblicas. No en-
tanto, o relatdrio ressalta que os beneficios da IA para a democracia
dependem de salvaguardas robustas, como técnicas para detectar o
uso de conteudo gerado por IA.

ATA generativa, capaz de produzir textos, imagens e videos hiper-
-realistas, esta abalando trés pilares democraticos essenciais: repre-
sentag?o, responsabilizacdio e confianca. Se antes j era dificil separar
fato de ficciio, agora ficou pior. A proliferacio de deepfikes e narrativas
manipuladoras mina a confianca na informag?o, consequentemente
a credibilidade das institui¢des. Essa preocupacdo aumentou com o
recente desmantelamento da mediacdo independente de contetido
pelas plataformas sociais. Os pesquisadores estadunidenses Sarah
Kreps e Doug Kriner, em How AI threatens democracy (Como a IA
ameaca a democracia, em traduggo livre), argumentam que “a con-
fianga social € uma cola essencial que man-
tém unidas as sociedades democraticas, o
‘adesivo’ que sustenta as democracias; sua
erosdo enfraquece o engajamento politico
e a adesdo a normas democraticas”. Quan-
do esse adesivo se dissolve, o resultado é a
apatia ou a radicalizacfo.

A polarizagdo, é claro, ndo nasceu
com a IA. Em Network propaganda: mani-
pulation, disinformation, and radicalization
in American politics (Propaganda de rede:
manipulacio, desinformagiio e radicali-

zacdo na politica americana, em tradugio

livre), os pesquisadores Yochai Benkler, Robert Faris e Hal Roberts
mostram como a fragmentagfio mididtica estadunidense precedeu
a era digital. A IA, contudo, amplificou o problema ao criar micror-
realidades personalizadas, transformando significativamente a es-
fera publica, em particular nas democracias avangadas. O relatério
do Observatdrio da Informacio e Democracia (OID) de janeiro de
2025 “Information ecosystems and troubled democracy™ revela
que apenas 40% dos entrevistados confiam na midia, com varia¢Ges
drésticas entre paises: Finlandia teve a maior confianca geral, com
69%; Estados Unidos, 32%; Franca, 31%; Argentina, 30%; Grécia, 23%;
Hungria, 23%. Quando algoritmos de IA alimentam cada usudrio
com uma versdo diferente dos fatos, o proprio conceito de esfera
publica desintegra-se, criando bolhas onde até a realidade ¢ relativa.

O filésofo alemao Jiirgen Habermas,* tedrico da “a¢iio comunica-
tiva”, acreditava que a democracia depende de uma esfera ptiblica em
que fatos sdo incontestdveis - mesmo que as opinides divirjam. A es-
fera publica democratica garante o engajamento dos cidadéos em de-
bates racionais sobre questdes de interesse comum, e na qual todos
tém igual oportunidade de expressar suas perspectivas. Habermas
reconhece que esse ideal nunca foi plenamente concretizado, mas ¢é
um horizonte normativo para avaliar praticas democraticas.

A regulacdo da IA enfrenta o denominado “dilema de Collingri-
dge”, um problema de duplo vinculo evidenciado pelo pesquisador
britanico David Collingridge em 1980 no livro The social control of
technology (O controle social da tecnologia, em tradugio livre): os
efeitos de uma tecnologia s6 se tornam evidentes quando ela ja estd
amplamente desenvolvida e utilizada; e, quando ja se encontra enrai-
zada na sociedade, seu controle ¢ dificil. Esse dilema reflete o “pro-
blema de ritmo”: a inovagio tecnoldgica avanga exponencialmente,
enquanto os sistemas sociais, economicos e legais evoluem de forma
incremental. A Unifo Europeia tentou contornar esse desafio com
a Lei de Inteligéncia Artificial da Europa (AI Act), em vigor desde
agosto de 2024, mas sua implementag?o esbarra em brechas e resis-
téncias politicas e de mercado; como resposta, a Comissao Europeia
esta tomando medidas para flexibilizar a lei, em especial aliviar o
custo regulatdrio para pequenas e médias empresas.

Mais de trés décadas depois de Collingridge, Mark Coeckelbergh's
salienta que a inteligéncia artificial ndo é apenas uma questio de
tecnologia, mas também do que os humanos fazem com ela, como
a usam, como a percebem e experimentam, e como a inserem em
ambientes técnico-sociais. Desse modo, pensar sobre a ética, segun-
do o filésofo, significa pensar ndo somente no que precisa ser feito
em relagio a IA, mas igualmente a respeito de quem vai e deve de-

“O FUTURO DA IA - A FORMA QUE

ESSA TECNOLOGIA ASSUME - ESTA
INEXTRICAVELMENTE LIGADO AO NOSSO
FUTURO. A QUESTAO DE COMO GOVERNAR A
IA, PORTANTO, E, NA VERDADE, UMA QUESTAO
DE COMO GARANTIR QUE TORNEMOS NOSSO
FUTURO MELHOR, E NAO PIOR”
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cidir sobre o futuro da IA, portanto, sobre o futuro da sociedade.
Em Why AI undermines democracy and what to do about it (Por que
a [A mina a democracia e o que fazer a esse respeito, em tradugfo
livre), ele argumenta que as tecnologias séo politicas: nio sdo meros
instrumentos para atingir os objetivos humanos, mas mudam obje-
tivos e significados, logo néo sdo neutras em relacdo a democracia.
O fildésofo lista um conjunto de efeitos positivos e negativos da IA,
com destaque para as assimetrias de poder. N&o ¢ a IA em si que é
o problema, mas como ¢ usada e integrada a outros sistemas huma-
nos, podendo corroer democracias e fortalecer autoritarismos. Para
Coeckelbergh, a fragmentacio dos didlogos coletivos representa um
desafio fundamental para sociedades democraticas. O problema niao
estd na pluralidade de opinides, mas na erosdo das bases comuns
necessdrias para o didlogo democrdtico. A democracia prospera
com o dissenso, mas depende de um terreno compartilhado de fa-
tos. Quando sistemas algoritmicos criam ambientes informacionais
tdo distintos que cidaddos ndo concordam sequer sobre a natureza
dos problemas sociais, o processo deliberativo fica comprometido.
Coeckelbergh identifica mecanismos pelos quais a IA estd erodindo
o consenso democrdtico: direcionamento de mensagens especificas
a subgrupos da populagdo, favorecimento de contetido polarizador,
geracio de consensos artificiais no interior de bolhas e personaliza-
¢do ndo apenas do que vemos, mas do que consideramos verdade.
Ele enfatiza que néo precisamos de consenso sobre solu¢des politi-
cas — o debate robusto é saudével —, mas sim da capacidade de reco-
nhecer uma base factual compartilhada para articular divergéncias.

Assim como os dados também ndo sdo neutros - sdo gerados,
coletados, rotulados e estruturados por pessoas com vieses —, 0 pro-
cesso de elaborag?o, desenvolvimento e treinamento de modelos de
IA codificam padrdes, valores, relacdes de poder. Sistemas sdo ge-
ralmente projetados em conformidade com interesses privados de
maximiza¢do de lucro, nem sempre coincidentes com o interesse
social. Portanto, os impactos da IA dependem de quem a controla e
como ¢ integrada a sociedade; pode reforgar autoritarismos ou oti-
mizar servicos publicos e ampliar a participacio cidada. O desafio
atual € garantir que a evolucgo da inteligéncia artificial preserve - e
até fortaleca - os valores democriticos.

Na década de 1980, o historiador estadunidense Melvin Kranz-
berg'® contestou o determinismo tecnoldgico, afirmando que a
tecnologia oferece oportunidades, mas a escolha do que fazer com
elas permanece circunscrita a esfera humana. Isso o motivou a for-
mular seis leis da tecnologia. A primeira formula que “a tecnologia
ndo ¢ boa nem m4d; nem ¢é neutra”, ou seja, a interacdo da tecno-
logia com a ecologia social ¢ de tal ordem que tem consequéncias
ambientais, sociais e humanas que vio além de seus propdsitos
iniciais, e pode ter resultados distintos quando adotada em distin-
tos contextos ou circunstancias. Em sua quarta lei, ele destaca que
embora a tecnologia seja primordial em questdes publicas, fatores
ndo técnicos tém precedéncia em decisdes de politica tecnoldgica.

A inteligéncia artificial pode ser um recurso valioso para a demo-
cracia ou um risco sem precedentes. O futuro dependera de como
a sociedade lidar com ela: se houver uma mobilizacdo (governos,
empresas, academia e cidaddos), a tecnologia poderd ajudar - e ndo
destruir - a democracia. De qualquer forma, a democracia, em sua
esséncia dinamica, tera de se reinventar para sobreviver — e prospe-
rar - na era da inteligéncia artificial.

O futuro da IA

OMO TODA TECNOLOGIA, A IA E SOCIAL E HUMANA, Seus

efeitos dependem do que nés, humanos, fazemos com

ela, como a percebemos, como a experimentamos e usa-

mos, como a inserimos nos ambientes técnico-sociais.
Cabe a sociedade deliberar, entre inimeras questdes, sobre se a IA
deve ser aplicada em todos os dominios e para executar todas as ta-
refas, e se justifica-se o uso de IA em aplicacdes de alto risco.

Karen Hao, no recém-lancado livro Empire of AI (O império da
IA, em tradugio livre), oferece uma boa sintese: “A IA ¢ uma das
tecnologias mais importantes desta era. Em pouco mais de uma
década, reformulou a espinha dorsal da internet, tornando-se uma
mediadora onipresente das atividades digitais. Em menos tempo
ainda, estd a caminho de reconectar muitas outras fungdes cruciais
na sociedade, da saude a educacdo, do direito as financas, do jor-
nalismo ao governo. O futuro da IA - a forma que essa tecnologia
assume - estd inextricavelmente ligado ao nosso futuro. A questio
de como governar a IA, portanto, ¢, na verdade, uma questéo de
como garantir que tornemos nosso futuro melhor, e nio pior”. o
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feynman-on-artificial-general-intelligence-2c1b9d8aae31. Acesso em: 20 jul.
2025.
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Por Ninada H

‘ ‘ Escrevo de um lugar peculiar e, por vezes, desconfortdvel. Sou cientista da computagdo - formada para otimizar,

tornar eficiente, abstrair. Cada vez mais, no entanto, habito as fronteiras entre a Ciéncia Computacional Social

e os Estudos de Ciéncia e Tecnologia, espaco onde cddigo encontra contexto, onde algoritmo encontra histéria, onde
otimizagdo encontra opressao.

Este ensaio nasce de inquietagdes que venho elaborando ao longo do meu mestrado em Inteligéncia Artificial na Univer-

sidade Estadual de Campinas (Unicamp), em didlogo constante com epistemologias negras, critica técnica e os fundamentos

matemdticos da computagdo. A construgiio do conceito de epistemicidio computacional emerge desse processo de pesquisa,
que busca ndo apenas descrever os mecanismos algoritmicos de exclusdo, mas desvelar as escolhas politicas, histéricas e
técnicas que os sustentam. Trabalho a partir da elaboragdo original do conceito de epistemicidio por Boaventura de Sousa
Santos, e sobretudo da extensdo critica proposta por Sueli Carneiro e Angela Figueiredo, que o vinculam diretamente a
légica constitutiva do racismo estrutural. Ao habitar as bordas entre teoria critica e formalizagdio matemdtica, proponho
uma leitura que reconhece a computagio como campo de disputa ontoldgica e epistémica — e, por isso mesmo, comMo espago
possivel de reinvengdo.

A estatistica e o aprendizado de mdquina ndo emergem em um vdcuo: como mostram as genealogias de Francis Galton,
Karl Pearson e Ronald Fisher, suas origens estdo entrelagcadas com projetos eugenistas de classificaciio racial. Essa ldgica se
perpetua na obsessdo contempordnea com classificar, prever e otimizar. Quando transformamos pessoas em vetores e realida-
des sociais em fungoes de perda, reafirmamos estruturas que desautorizam saberes nio alinhados a racionalidade dominante.

O epistemicidio computacional opera em quatro camadas principais:

Coleta e ontologia de dados: quem define o que serd coletado, como e com que categorias? A auséncia ou redugdo de
experiéncias negras, periféricas, femininas, comunitdrias as vezes nem é um erro, mas um design.

Modelagem e representagdo: transformar uma pessoa em vetor ¢ um ato de violéncia epistémica. Caracteristicas como
escolaridade formal, CEP ou histérico de crédito sdo consideradas “relevantes”, enquanto redes de solidariedade, inteligén-
cias marginais e formas coletivas de resisténcia sdo descartadas.

Meétricas e otimizacgdo: a fungiio objetivo decide o que é “erro” e o que é “acerto”. Ao minimizar o desvio da norma
estatistica, sistemas computacionais penalizam o desvio epistémico. Otimizar, nesse contexto, é excluir.

Governanga e infraestrutura: quem tem acesso aos dados? Quem os armazena? Quem lucra com eles? A colonialidade
do saber se atualiza na concentragdo de poder computacional, no apagamento de regulagoes comunitdrias e na mercantili-
zagdo de populages inteiras como fonte de dado.

A chamada “transparéncia algoritmica” pouco resolve se nio vier acompanhada de uma vedistribuicdo da autoridade
epistémica. Tornar o sistema "explicdvel” sem questionar os paradigmas que o informam apenas transforma a exclusdo em
algo mais ficil de aceitar.
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Porisso, é urgente pensar em chaves abolicionistas. Inspirada em Ruha Benjamin, Kim TallBear e no pensamento negro brasileiro, defendo o direito de
ndo ser computada. De construir sistemas que ndo partam da escassez, da vigia ou da predi¢do, mas da abunddncia, da escuta e da autonomia coletiva. A
luta contra o epistemicidio computacional é, em esséncia, uma luta pela possibilidade de futuros que escapem a colonialidade da inteligéncia de mdaquina.

Ndo se trata de melhorar a acurdcia dos modelos, mas de redefinir as perguntas. Ndo de ajustar métricas, mas de recusar que a justica seja um
problema de otimizagdo. Vivemos um momento histérico particular em que a tecnologia digital deixou de ser ferramenta para tornar-se ambiente.
Ndo usamos algoritmos — vivemos dentro deles. Como argumenta Wendy Chun, o cédigo se torna habitual e invisivel na vida cotidiana; wma forma
de habitarmos o mundo que exige atengdo critica aos mecanismos que nos moldam. Eles mediam nossas relagoes, filtram nossas percepgoes, moldam
nossas possibilidades. E nesse ambiente algoritmico, padrdes antigos de dominagdo encontram novos mecanismos de reprodugdo. A supremacia bran-
ca se atualiza em conjuntos de dados (datasets). O patriarcado se otimiza em redes neurais. O capitalismo racial se escala em infraestruturas de
computagdo em nuvem. Esse processo remete ao que Ruha Benjamin denomina “New Jim Code” - estruturas tecnoldgicas que reproduzem codigos
sociais de exclusio com aparéncia de neutralidade técnica.

Mas - e este “mas” é fundamental — também vivemos um momento de possibilidades abertas. Porque a tecnologia, ao contrdrio do que certa nar-
rativa determinista quer fazer crer, ndo tem esséncia fixa. Codigo é texto e, como todo texto, pode ser reescrito. Arquiteturas sio escolhas, e escolhas
podem ser refeitas.

Conhego, trabalho e conspiro com pessoas dentro da computagdo que recusam a inevitabilidade do tecnoautoritarismo. Que hackeiam ndo apenas
sistemas, mas imagindrios. Entendem que a questdo ndo é se podemos construir uma inteligéncia artificial (IA) diferente, mas como e para quem.
Sdo pessoas que levam a sério tanto o rigor técnico como a imaginagdo politica, que ndo veem contradigiio entre elegincia matemdtica e justica social.

Este ensaio parte desta dupla convicgdo: de que precisamos entender profundamente como chegamos até aqui — as rotas histéricas pelas quais
projetos eugenistas se inscreveram em arquiteturas computacionais — e de que esse entendimento ndo é fim em si mesmo, mas condigdo para imaginar
e construir alternativas. Ndo se trata de destruir a computagdo, mas de libertd-la das amarras de seu passado colonial-eugenista para que possa servir
a futuros plurais e emancipatorios.

Quando falo em examinar raizes eugenistas, ndo estou fazendo afirmagdo hiperbdlica. Os mesmos estatisticos que desenvolveram técnicas funda-
mentais para aprendizado de mdquina — Pearson, Fisher, Galton — eram eugenistas comprometidos. As mesmas técnicas de classificagdo e otimizagdo
que hoje movem nossos sistemas de IA foram desenvolvidas para quantificar e hievarquizar diferengas humanas. As mesmas nogoes de “normalidade”
e “desvio” que estruturam andlise estatistica emergiram de projetos de purificagdo racial.

Essa heranga ndo é uma mancha superficial que pode ser limpa com uma corregdo pontual de um patch de diversidade. Estd inscrita na propria
légica de como concebemos problemas computacionais: a obsess@o com classificagiio, a busca por populagdes “normais”, a eliminagdo de “outliers”
(ou aqueles distantes da média), a otimizagdo de “fitness functions” (mecanismos definidos para avaliar caracteristicas especificas de uma arquite-
tura de software, garantindo que ela permanega alinhada com os objetivos de negdcios e técnicos ao longo do seu ciclo de vida). O vocabuldrio mesmo
denuncia as origens.

Mas aqui estd a questio crucial: reconhecer essas origens nio é admitir derrota. E condig@io para superagdo. S6 podemos construir computagdo
antirracista se entendermos como o racismo se inscreveu em suas fundagoes. S6 podemos imaginar IA para libertagdo se compreendermos como ela
tem servido a dominagdo.

Eis o espirito que anima este trabalho: reconhecimento sébrio de onde estamos, andlise rigorosa de como chegamos até aqui e compromisso
inabaldvel com a possibilidade de futuros diferentes. Porque, no fim, esta é a aposta que fazemos: que mundos sio bugs, ndo features. Que
realidades podem ser refatoradas. Que outros algoritmos sdo possiveis. ) )

O nascimento politico da estatistica A questdo da aparente neutralidade dos numeros ¢ essencial

ESTATISTICA NUNCA FOI NEUTRA. Nasceu como ferra-  aqui. A estatistica oferecia uma linguagem universal na aparéncia

menta de Estado, literalmente, “ciéncia do Estado”  que mascarava escolhas profundamente politicas sobre o que me-

para contar, classificar e controlar popula¢des. Oinglés  dir, como categorizar e quais distingdes importavam. No contexto

Francis Galton, considerado um dos pais da estatistica ~ colonial brasileiro, essa suposta neutralidade legitimava sistemas de

moderna, ndo desenvolveu conceitos como “regressdo” e “correla-  classificagiio racial complexos transformando a diversidade da ex-

¢30” em busca abstrata de conhecimento, mas como parte de seu  periéncia humana em categorias discretas como “branco”, “pardo”,

projeto eugénico de quantificar e hierarquizar diferengas humanas. “preto”, “caboclo”, que operacionalizam hierarquias sociais rigidas.
Em “Viés algoritmico — um balanco provisdrio”, Leticia Simdes-
-Gomes, Enrico Roberto e Jonatas Mendonga tracam precisamente

essas conexdes histdricas, demonstrando como as ferramentas esta- A AUTORA

tisticas foram desenvolvidas em contextos especificos de poder. Gal-

ton via na matemdtica um instrumento para “melhorar” a espécie NINA DA HORA ¢é formada em ciéncias da computagao pela
humana por meio da quantificacio de caracteristicas consideradas Pontificia Universidade Catélica do Rio de Janeiro (PUC-Rio).

Diretora-executiva do Instituto da Hora, é mestranda no Pro-
grama de Pds-graduagao em Inteligéncia Artificial e também
no Departamento de Politica Cientifica e Tecnoldgica (DPCT),
estudar hereditariedade, com o objetivo explicito de fundamentar ambos na Universidade Estadual de Campinas (Unicamp). E

matematicamente teorias de superioridade racial. autora do livro My News explica! Algoritmos.

desejaveis ou indesejaveis. A propria regressio, conceito fundamen-
tal no aprendizado de mdquina atual, foi introduzida por Galton ao
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Essa origem marca de maneira indelével o que fazemos atual-
mente com aprendizado de maquina. Quando aplicamos técnicas
de otimizagdo estatistica a problemas sociais, carregamos ndo
apenas métodos matematicos, mas toda uma genealogia de poder.
Os algoritmos que hoje decidem quem recebe crédito ou quem é
considerado “risco” para o sistema de justica criminal sdo descen-
dentes diretos das tabelas coloniais que classificavam humanida-
de por “graus de pureza”.

A mudanga ¢ superficial, os mecanismos profundos permane-
cem. Onde Galton usava estatistica para identificar “degenera-
dos” para exclusio reprodutiva, algoritmos modernos identifi-
cam “alto risco” para exclusdo econdémica e social. A matematica
continua servindo como tecnologia de legitimac&o para decisdes
fundamentalmente politicas sobre quem merece oportunidade e
quem deve ser controlado.

O aprendizado de mdquina, em sua formula¢io dominante
(peco licenga para utilizar rapidamente a linguagem matemdtica
aqui), opera através de um processo que podemos descrever com
precisdo técnica: dada uma funcdo de perda L, um conjunto de
dados D = {(x3, Y1), - (X, ¥,)}, € um espago de hipdteses H, en-
contrar h* € H que minimize o risco empirico. Essa formulagio,
aparentemente abstrata e neutra, esconde pressupostos profun-
dos sobre a natureza da realidade social e do conhecimento.

Como propde Denise Ferreira da Silva, o paradigma da trans-
paréncia e da separabilidade, pilares da razdo moderna, susten-
ta o proprio regime de inteligibilidade que autoriza o algoritmo
como mediador neutro do mundo. A racialidade néo ¢ um erro no
sistema: ¢ sua gramatica fundacional.

Primeiro, pressupde que experiéncias humanas complexas
podem ser representadas como vetores em espacos de alta di-
mensdo. Essa ndo ¢ uma necessidade matemadtica — ¢ uma esco-
lha epistemoldgica. Quando transformamos uma pessoa em um
vetor, realizamos um ato de violéncia simbdlica. Decidimos que
certas caracteristicas sdo relevantes (escolaridade formal, CEP,
histérico de crédito), enquanto outras sdo irrelevantes (criativi-
dade na adversidade, redes de solidariedade comunitdria, formas
ndo capitalistas de confiabilidade).

Segundo, a prépria nocdo de “otimizacdio” carrega uma teleo-
logia especifica. Otimizar significa pressupor que existe um esta-
do “melhor” mensurdvel por uma métrica unica. Mas melhor para
quem? Segundo quais valores? A funcdo objetivo que minimizamos
- seja erro de classificacio, seja desvio quadrético - codifica julga-
mentos sobre o que importa e o que pode ser sacrificado.

H4 uma crenga generalizada de que o problema do viés algo-
ritmico - quando algoritmos produzem resultados injustos ou
discriminatérios devido a erros sistematicos em seu design ou da-
dos de treinamento - pode ser resolvido com “dados mais repre-
sentativos”. Essa visdo tecnocratica falha em compreender que o
problema ndo é de amostragem estatistica, mas da forma como o
mundo ¢é observado, classificado, quantificado e interpretado. Ou
seja, de poder epistémico. Ndo existem dados “crus” ou “neutros”
- todo dado ¢é produzido através de aparatos especificos de obser-
vagdo, categorizagio e registro.

Consideremos dados policiais sobre criminalidade. Estes
ndo representam “crime” como fenémeno objetivo, mas sim o
resultado de decisGes complexas sobre: onde posicionar patru-

lhas, quais comportamentos criminalizar, quem abordar, quem
prender versus advertir, quem processar versus liberar. Cada uma
dessas decisdes ¢ permeada por racismo estrutural. O dataset re-
sultante é um arquivo de prdticas racistas sistematizadas.
Quando treinamos algoritmos preditivos nesses dados, ndo
estamos criando sistemas que preveem crime, estamos criando
sistemas que preveem onde o aparato policial racista provavel-
mente atuard. A otimizac8o estatistica, nesse contexto, torna-se
um mecanismo de amplificacdo e legitimacdo da violéncia racial.

A alquimia da transmutacio matemdtica

XISTE UM PROCESSO QUASE ALQUIMICO pelo qual o pre-
conceito social se transmuta em verdade matemadtica
por meio do aprendizado de maquina. O processo fun-
ciona assim:
e Extracdo: prdticas discriminatdrias histéricas geram padrdes
nos dados.
e Abstracdo: esses padrdes sdo codificados como correlacoes es-
tatisticas.
e Otimizacdo: algoritmos descobrem e exploram essas correla-
¢Oes para minimizar erro.
e Naturalizac@o: as predi¢des resultantes sdo apresentadas como
descobertas objetivas.
e Legitimacéio: decisoes baseadas nessas predi¢des ganham auto-
ridade cientifica.

Esse processo ¢ particularmente insidioso porque remove a
agéncia humana da narrativa. Ninguém “decidiu” discriminar, o al-
goritmo “descobriu” padrdes nos dados. A responsabilidade moral
se dissolve na complexidade técnica.

O aprendizado de mdquina parte de uma premissa temporal es-
pecifica: o futuro serd estatisticamente similar ao passado. Quando
essa logica ¢ aplicada a sistemas sociais, torna-se profundamente
conservadora. Ela assume que padrdes histdricos de exclusgo, dis-
criminagdo e violéncia sdo features estdveis do mundo, nfo cons-
trugdes politicas que podem e devem ser transformadas.

De forma ainda mais perversa, ao gerar predi¢des baseadas em
padrdes histdricos - usar essas predi¢des para alocar recursos e
oportunidades -, os algoritmos passam a construir futuros que
confirmam suas premissas. E a profecia autorrealizavel em escala
industrial. Um jovem negro a quem se nega crédito educacional
por um algoritmo tem menos chances de escapar da pobreza,
“confirmando” assim a classificacdo de alto risco que o sistema
lhe atribuiu.

A colonialidade do saber algoritmico

HEGEMONIA GLOBAL DE FRAMEWORKS (estruturas) de

aprendizado de maquina desenvolvidos em contex-

tos especificos — sobretudo em departamentos de

ciéncia da computagio de universidades de elite nos
Estados Unidos e em laboratdrios de grandes corporagdes - re-
presenta uma forma de colonialidade do saber. Essas ferramentas
ndo carregam apenas técnicas matemadticas, mas visdes de mun-
do, valores e premissas sobre natureza humana e como a socieda-
de deve ser organizada.
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Como propdem Deivison Faustino e
Walter Lippold, essa légica pode ser enten-
dida como “colonialismo digital” — uma for-
ma de dominacdo que se atualiza na extra-
¢do de dados, na vigilancia e na reprodugéo
de hierarquias raciais por meio das tecno-
logias digitais, perpetuando estruturas co-
loniais sob a aparéncia de inovac@o técnica.

Quando importamos tais ferramentas
para contextos como o brasileiro, nio esta-
mos apenas transferindo tecnologia neutra.
Estamos também importando:

e Concepgdes individualistas de sujeito:
pessoa como conjunto de caracteristicas (features) independentes.
o Légicas meritocraticas: sucesso como fungio de caracteristi-
cas individuais.

e Ontologias capitalistas: valor humano medido por produtivi-
dade econdmica.

e Epistemologias positivistas: realidade social como objetiva-
mente mensuravel.

H4 uma industria em expansdo de “IA ética” e “justica algorit-
mica” que promete resolver esses problemas por meio de ajustes
técnicos. Novas métricas de fairness (justica) sdo propostas, téc-
nicas de reducdo de viés (debiasing) sdo desenvolvidas, diretrizes
éticas sdo publicadas. Mas essa abordagem reformista ignora o
essencial: o problema ndo estd na implementaco, mas na propria
concepgio do projeto.

Nio se pode “consertar” um sistema cujo propdsito funda-
mental é prever e perpetuar padrdes existentes de distribuicdo
de poder e recursos. As multiplas defini¢cdes técnicas de fairness
(paridade demografica, equalizacdo de odds, calibracdo por gru-
pos) muitas vezes sdo incompativeis entre si. Além disso, todas
falham em questionar a premissa fundamental: por que estamos
usando sistemas preditivos para decidir quem tera acesso a opor-
tunidades de vida?

O paradoxo da transparéncia

S DEMANDAS POR “TRANSPARENCIA ALGORITMICA” €

“explicabilidade” partem do pressuposto de que o

problema ¢ a falta de compreenso sobre como os

sistemas funcionam. Mas transparéncia pode ser
uma forma de legitimagdo. Quando tornamos visivel que um
algoritmo usa CEP como forte preditor de risco de crédito, e
mostramos matematicamente como chegou a essa conclusio,
estamos tornando o sistema mais justo? Ou apenas mais fécil
de defender?

A transparéncia técnica pode obscurecer opacidades mais
profundas: por que aceitamos que local de moradia determine
acesso a crédito? Como se construiram historicamente as segre-
gacdes espaciais que o algoritmo agora “descobre”? Tornar glass
box (compreensivel) um sistema black box (opaco) nao resolve
a questdo mais fundamental: serd que deveriamos estar usando
essas “caixas” para tomar decisdes sobre vidas?

As andlises técnicas de viés (bias) frequentemente ignoram a
dimensdo afetiva e psicolégica da discriminagdo algoritmica. Ser

O PODER DA REPRODUCAO DO RACISMO
RESIDE EM SUA APARENCIA DE
INEVITABILIDADE TECNICA. EXPOR SUA
CONSTRUGAO HISTORICA E POLITICA E O
PRIMEIRO PASSO PARA IMAGINAR FUTUROS
PLURAIS, NAO COMPUTAVEIS POR MAQUINAS
TREINADAS EM PASSADOS DE DOMINAGCAO

rejeitado por um algoritmo néo ¢ experiéncia neutra - ¢ um en-
contro com uma forma particularmente desumana de exclusio.
Nio hd a quem apelar, ndo hd reconhecimento de circunstancias
particulares, ndo hd possibilidade de didlogo.

Essa frieza ndo ¢é bug, ¢é feature. A despersonalizacdo promovi-
da pela mediacio algoritmica cumpre fungdes estratégicas para
sistemas de poder:

e Isenta os operadores humanos de culpa individual.

e Torna socialmente mais aceitdvel a discriminac@o.

o Dificulta organizagdo e resisténcia coletivas.

e Apresenta exclusdo como resultado técnico inevitavel.

E fundamental entender que sistemas discriminatérios nio
persistem apenas por inércia ou ignorancia - eles geram valor. A
reprodugdo do racismo em diversas esferas é lucrativo. Quando
um banco usa algoritmos que sistematicamente negam crédito a
populacdes negras e periféricas, isso ndo é “erro” do ponto de vis-
ta do capital - é uma forma de maximizar lucros no curto prazo,
reduzindo o risco percebido.

Mas a logica do lucro vai além. Dados sobre populagdes margi-
nalizadas se tornam commodity valiosa. Quanto mais precdria e
vigiada uma populacdio, mais dados ela gera. Esses dados alimen-
tam sistemas de predicdio e controle que, por sua vez, aprofun-
dam ainda mais a precarizacio. E um ciclo extrativo que converte
sofrimento humano em valor acionario.

Sistemas de aprendizado de maquina operam através de infra-
estruturas que embaralham distin¢des tradicionais entre publi-
co e privado. Dados coletados por empresas privadas informam
decisdes governamentais. Algoritmos desenvolvidos com fundos
publicos em universidades sdo privatizados por corporacdes. De-
cisdes sobre acesso a direitos bdsicos sdo delegadas a sistemas
proprietarios.

Esse embaralhamento nfo € acidental. Ele permite que Esta-
dos terceirizem discriminagéo para atores privados; que corpora-
¢Bes exercam poder governamental sem accountability democra-
tica; que responsabilidades sejam difusas a ponto da inexisténcia
e, por fim, que a resisténcia seja fragmentada entre diferentes
jurisdi¢des e dominios.

Um dos aspectos mais perversos do uso do aprendizado de
maquina em sistemas sociais ¢ como ele nega agéncia histérica.
Pessoas sdo transformadas em pontos de dados e seus futuros
passam a ser definidos probabilisticamente com base em seus
passados - e nos passados de outros “semelhantes”. Ndo ha espa-
¢o no modelo para ruptura, transformacio, redencgo.
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A negacdo de agéncia é particularmente violenta quando recai
sobre populagdes que, historicamente, precisaram mobilizar for-
mas extraordindrias de agio apenas para sobreviver. A criativida-
de, resiliéncia e resisténcia de comunidades marginalizadas sdo
precisamente aquilo que escapa aos modelos baseados na ideia
de continuidade estatistica.

Até aqui, estabelecemos os fundamentos criticos para enten-
der a intersego entre justica algoritmica, aprendizado de maqui-
na e racismo estrutural. Vimos que: a estatistica e o aprendizado
de mdquina tém genealogias intrinsecamente ligadas a projetos
de dominacio; a aparente neutralidade matemdtica é uma forma
de legitimacdo de violéncias histdricas; problemas de bias ndo sdo
técnicos, mas politicos e epistemoldgicos; reformas técnicas sdo
insuficientes diante da magnitude do problema.

Passamos agora a andlise dos mecanismos especificos pelos
quais o racismo se inscreve nas arquiteturas computacionais e
suas implicacOes para projetos de justica e libertagio. Nesse per-
curso, ¢ fundamental recuperar a contribuicéio de Sueli Carneiro,
que define o epistemicidio como a negacéo sistemdtica dos sabe-
res produzidos por populacdes negras. O racismo estrutural, nes-
se sentido, ndo opera apenas pela exclusdo material, mas também
pela desautorizacio epistémica. O viés algoritmico, portanto, ndo
inaugura uma nova forma de opressio - ele atualiza tecnicamen-
te uma légica histdrica que define o que pode ser considerado
conhecimento legitimo e quem tem o direito de produzi-lo.

A materialidade do cddigo racista

IMPORTANTE COMEGAR COM UMA afirmac@o central: c6-

digo ¢ material. Ndo apenas porque roda em hardware

fisico, mas porque produz efeitos concretos na vida

das pessoas. Quando um algoritmo nega uma hipote-
ca, ndo se trata de um cdlculo abstrato - trata-se de decidir onde
uma familia podera viver, que escolas seus filhos frequentarao,
que tipo de riqueza geracional poderd ou ndo ser construida.

A materialidade do cddigo torna urgente examinar os meca-
nismos especificos através dos quais estruturas de supremacia
racial se inscrevem em sistemas computacionais. Ndo como me-
tafora ou analogia, mas como processos concretos de reproducgo
de poder.

As redes neurais profundas - base dos avangos mais recentes
em inteligéncia artificial - funcionam por meio de camadas su-
cessivas de transformacio ndo linear. Cada camada aprende re-
presentacdes cada vez mais abstratas dos dados de entrada. Esse
processo de abstracdo hierdrquica espelha, de maneira perturba-
dora, como hierarquias raciais se organizam socialmente.

Nas primeiras camadas, caracteristicas aparentemente neu-
tras sdo processadas - pixels de uma imagem, palavras de um
texto, campos numéricos de um formulario. Mas conforme a in-
formagdo flui através da rede, elas se combinam de formas com-
plexas. O que comegou como CEP, profissdo e histérico educacio-
nal se transforma, através de milhdes de operagdes matemadticas,
em uma pontuacdo de “risco” ou “adequagio”.

O paralelo com a construgio social de raca é evidente. Carac-
teristicas fenotipicas superficiais (cor de pele, textura de cabelo)
sdo socialmente processadas por camadas sucessivas de signifi-

O IMPACTO REAL
DOS ALGORITMOS

EMBORA MUITAS VEZES APRESENTADOS COMO FERRAMENTAS
neutras e eficientes, os algoritmos tém reproduzido - e até
intensificado - desigualdades histéricas. Quando aplicados
a contextos sociais, especialmente em sociedades marcadas
por racismo estrutural, essas tecnologias podem legitimar
exclusdes com aparéncia de precisdo técnica. A seguir,
alguns dos efeitos concretos dos sistemas algoritmicos ja
em operacdo no mundo real:

e Negacdo de crédito e hipoteca a pessoas negras e
periféricas com base em varidveis como CEP, escolaridade
ou histdrico profissional - perpetuando exclusdes
economicas.

e Previsdo de reincidéncia criminal com base em dados
preconceituosos, reproduzindo praticas racistas do
sistema penal.

« Impossibilidade de acesso a beneficios sociais, educagio
ou oportunidades de emprego, a partir de decisdes
automatizadas tomadas sem transparéncia ou possibilidade
de contestac@o.

« Transformacao de dados policiais enviesados em
sistemas preditivos que reforcam o policiamento seletivo
- algoritmos que ndo preveem o crime, mas a atuagio do
aparato policial.

« Rotulagem de individuos como “alto risco”, o que
desencadeia exclusoes cumulativas - menos crédito, menos
emprego, mais vigilancia -, formando ciclos viciosos
autorreforgantes.

« Despersonalizagio da decisdo algoritmica, em que
pessoas sdo tratadas como vetores ou lotes processaveis,
sem reconhecimento de suas histdrias, contextos e
singularidades.

« Concentragao de poder computacional nas maos de
grandes corporacdes que tomam decisdes de impacto
publico sem responsabilizacdo democratica.

cagdo até resultarem em categorias raciais com profundas con-
sequéncias materiais. A rede neural ndo “aprende” sobre raca no
sentido bioldgico - aprende sobre raca como construgio social,
como padrio de exclusdo, como marcador de destino provavel.

Em redes neurais modernas, informacdo ndo ¢ armazenada
em locais especificos, mas distribuida por meio de milhdes de co-
nexdes. Isso torna impossivel apontar onde exatamente o “racis-
mo” estd no modelo. Ndo hd um neuronio racista, uma conexao
preconceituosa. O viés se espalha por toda a arquitetura e sé se
revela no comportamento agregado do sistema.

Essa distribui¢fio torna o problema muito dificil de enfrentar.
Ndo ¢ possivel simplesmente “remover” o racismo de uma rede
neural como se remove uma linha de cédigo. O preconceito estd
entranhado na prépria estrutura de pesos e conexdes que define
o modelo. Retreinar com dados “limpos” (se tal coisa existisse)
significaria criar um modelo fundamentalmente diferente.
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A questio da interpolacdo e extrapolacdo

APRENDIZADO DE MAQUINA FUNCIONA BEM em regi-

me de interpolag@io - ou seja, a0 prever casos que se

situam dentro da distribui¢do dos dados usados no

treinamento. Mas a vida social, muitas vezes, requer
extrapolacdo: imaginar futuros que rompem com padrdes histo-
ricos. Essa limitacdo técnica se converte em limitagdo politica
quando aplicada a questdes de justica social.

Um algoritmo treinado em dados histéricos de sucesso profis-
sional é incapaz de imaginar formas de exceléncia que ndo existi-
ram antes. Ele nio pode reconhecer o génio de alguém cujo per-
curso ndo se encaixa em padrdes estabelecidos. Tal incapacidade
de extrapolacdo torna os sistemas de aprendizado da maquina
inerentemente conservadores — podem apenas reproduzir e refi-
nar o que ja existe, sem conseguir imaginar o que poderia existir.

O algoritmo de otimizac¢do mais comum em aprendizado pro-
fundo (deep learning), o gradient descent, opera por ajustes incre-
mentais na direcdo que reduz erro. Essa temporalidade - baseada
em mudangas graduais e continuas - ¢ incompati-
vel com transformacdes sociais radicais, que fre-
quentemente exigem rupturas, saltos, reconfigu-
ragdes abruptas.

A justica racial muitas vezes ndo exige uma
descida gradual, mas saltos descontinuos. Ela
demanda n3o a minimizagdo de erro segundo
métricas existentes, mas a redefini¢do do que en-
tendemos fundamental, do que entendemos por
sucesso. O préprio paradigma de otimizagio con-
tinua ¢ incompativel com projetos de ruptura e
reconstrugao.

Os sistemas de aprendizado de mdquina pro-
cessam pessoas em batches - grupos analisados
simultaneamente para ganho de eficiéncia com-
putacional. Essa arquitetura técnica materializa uma visdo espe-
cifica de humanidade - pessoas como unidades intercambiaveis a
serem processadas em massa.

O processamento em grupos elimina a temporalidade indivi-
dual, o contexto especifico, a narrativa unica. Todos no batch sdo
processados pelo mesmo modelo, no mesmo momento, segundo
os mesmos parametros. E a industrializagio definitiva do julga-
mento humano, transformando decisdes sobre vidas em opera-
¢Oes matriciais paralelas.

O fetichismo da acurdcia

OBSESSAO COM METRICAS DE ACURACIA em aprendi-

zado de mdquina revela um tipo particular de feti-

chismo: a crenca de que predigdo precisa equivale

a justica. Mas o que significa um algoritmo ser 95%

“preciso” em prever reincidéncia criminal? Significa que ele re-

produz com 95% de fidelidade os padrdes histdricos de policia-

mento seletivo e encarceramento racial que estruturaram os da-
dos de treinamento.

Ter alta acurdcia em um sistema injusto significa, na pratica,

tornar a injusti¢a ainda mais eficiente. E perfeitamente possivel

- na verdade, é o resultado padrio - ter sistemas altamente pre-
cisos que sdo profundamente discriminatdrios. O problema ndo
estd no erro dos algoritmos, mas no fato de que eles acertam de-
mais ao replicar opressdes sistémicas.

O racismo opera através de multiplas temporalidades que se
entrelacam em sistemas de aprendizado da maquina:

e Tempo geoldgico: segregacdes espaciais sedimentadas ao lon-
go de séculos se cristalizam em varidveis como CEP.

e Tempo histdrico: exclusdes educacionais e profissionais acu-
muladas aparecem como “gaps de qualificacdo”.

e Tempo biografico: traumas e violéncias individuais se codifi-
cam em “fatores de risco”.

e Tempo real: decisGes algoritmicas instantaneas perpetuam e
aprofundam todas as temporalidades anteriores.

Essa multiplicidade temporal torna inadequadas solucdes que
operam em uma tnica escala de tempo. Néo basta corrigir dados re-
centes se estruturas seculares permanecem codificadas no sistema.

H4 um tipo particular de violéncia que podemos chamar de
“despersonalizacdo algoritmica” — o processo pelo qual individuos

NAO SE TRATA DE TORNAR PREDICOES
MAIS ACURADAS, MAS DE RECUSAR

QUE ALGORITMOS DECIDAM SOBRE
LIBERDADE, DIGNIDADE E OPORTUNIDADE.
A JUSTIGCA QUE BUSCAMOS NAO CABE EM
FUNCAO OBJETIVO. A LIBERTAGAO QUE
IMAGINAMOS NAO E OTIMIZAVEL

sdo convertidos em ndo pessoas por meio de classificacio compu-
tacional. Quando alguém ¢ rotulado como “alto risco” por multi-
plos sistemas, comeca a perder acesso a possibilidades de vida até
tornar-se efetivamente uma nfo pessoa do ponto de vista social.

Esse processo € particularmente violento porque é cumulativo
e autorreforcante. A negacio de crédito leva as pessoas a viverem
em dreas de maior vigilancia policial. A exposi¢do ampliada ao poli-
ciamento aumenta a chance de envolvimento com o sistema crimi-
nal. Um registro criminal diminui as oportunidades de conseguir
emprego. O desemprego, por sua vez, piora o score de risco de cré-
dito. O ciclo se fecha e se aperta.

As legislacdes de protecio de dados frequentemente se
apoiam em nogdes de consentimento. Mas o que significa, de
fato, consentir com processamento algoritmico quando:

e A alternativa ¢ a exclusdo de servicos essenciais?

e A complexidade técnica torna a compreensdo impossivel?
e Efeitos emergentes sdo imprevisiveis?

e Dados sdo combinados de formas ndo antecipaveis?

Consentir em contextos de assimetria radical de poder e co-
nhecimento ndo é consentir - é capitular. A prépria ideia de es-
colha individual é inadequada diante de sistemas que operam em
escala populacional.
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Quando tentamos fazer sistemas “justos”, imediatamente
confrontamos o problema de otimizac¢do multiobjetivo. Maximi-
zar acurdcia, equidade entre grupos, privacidade individual, uti-
lidade social - tais objetivos frequentemente conflitam. Solucdes
técnicas propdem varias formas de “balanceamento”, mas isso
apenas desloca o problema.

Quem decide os pesos relativos de cada objetivo? Segundo
quais valores? Com que autoridade? O problema politico ndo
desaparece quando ¢ traduzido em linguagem técnica - apenas
se desloca. Ele se esconde nos hiperparametros, nas fungdes de
custo, nas decisdes de arquitetura.

Quando sistemas de aprendizado de maquina tomam decisdes
sobre vidas, exercem uma forma de soberania - o poder de deter-
minar destinos. Mas ¢ uma soberania sem sujeito, sem responsa-
bilidade (accountability), sem possibilidade de contestagio. E o
que podemos chamar de soberania algoritmica - poder supremo
exercido através de calculo probabilistico.

Essa soberania é particularmente perigosa porque se apresenta
como técnica, nio politica. Decisdes soberanas tradicionais (de-
cretar guerra, conceder perddo) sdo reconhecidas como politicas.
Decisdes algoritmicas (negar liberdade condicional, bloquear be-
neficio social) se disfarcam de determinagdes técnicas neutras.

As infraestruturas da discriminacgo

EPISTEMICIDIO COMPUTACIONAL NAO EXISTE EM VACUO

- depende de vastas infraestruturas técnicas e so-

ciais: fazendas de servidores que consomem mais

energia do que paises inteiros; cabos submarinos
que carregam dados através de rotas coloniais; trabalho precari-
zado de anotadores de dados no Sul Global; regimes de proprie-
dade intelectual que privatizam conhecimento; sistemas educa-
cionais que produzem “talentos” especificos.

Enfrentar a discriminago algoritmica requer muito mais que
ajustar modelos. Exige confrontar essas infraestruturas.

Se levarmos a sério a critica desenvolvida até aqui, reformas in-
crementais sdo insuficientes. Precisamos imaginar ndo apenas algo-
ritmos “melhores”, mas futuros em que certas decisdes nio sejam
delegadas a sistemas com algoritmos. Isso requer desenvolver o que
podemos chamar de imaginagio abolicionista algoritmica. Inspiran-
do-se na imaginacgo abolicionista de autoras como Ruha Benjamin
e Kim TallBear, ¢ possivel conceber futuros tecnoldgicos que ndo
dependam da légica da predi¢iio, mas da escuta e da relacionalidade.

Abolir algoritmos, nesse contexto, nio ¢ rejeitar a computa-
¢80 em si, mas recusar: predicdo probabilistica de futuros huma-
nos baseada em passados opressivos; automatizacdo de decisdes
sobre liberdade, dignidade e oportunidade; concentracdo de po-
der computacional em poucas méos; tratamento de pessoas como
processamento em batch; fetichizaco de eficiéncia sobre justica.

A critica é necessdria, mas sozinha nio basta. Precisamos tam-
bém imaginar e construir alternativas. Nio se trata apenas de pro-
mover uma “IA ética” que mantém estruturas fundamentais intac-
tas. Trata-se de criar formas radicalmente diferentes de organizar
tanto a computacdo como a vida em sociedade:

e Computacdo comunitdria: sistemas controlados por - e respon-
saveis perante — comunidades afetadas.

e Algoritmos de abundéncia: em vez de prever escassez, algorit-
mos que assumem e criam abundancia.

e Temporalidades transformadoras: sistemas que facilitem
ruptura, ndo reproducdo.

e Soberania de dados: comunidades controlando dados sobre si
mesmas.

e Recusa estratégica: o direito de ndo ser computado, predito,
otimizado.

A politica do possivel

ERMINAR COM ESPERANGA NAO E INGENUIDADE - é um

gesto politico. O poder do colonialismo de dados

esta, em parte, em sua aparente inviabilidade técnica.

Demonstrar sua contingéncia histdrica, sua constru-
¢do politica, sua mutabilidade fundamental ¢ o primeiro passo
para a transformacio.

Jovens de periferias globais hackeando sistemas, pesquisado-
ras desenvolvendo frameworks criticos, comunidades recusando
vigilancia, trabalhadores organizando resisténcia - tudo isso sdo
sementes de futuros possiveis. Ndo ha futuros nos quais algorit-
mos sejam “justos”, mas em que justica ndo seja reduzida a pro-
blema de célculo. A escrita de autoras como Cidinha da Silva nos
lembra que também ¢ possivel hackear com palavras. Ao torcer a
linguagem, ela desprograma sentidos fixos, desautoriza a neutra-
lidade e reinscreve a subjetividade negra em mundos algoritmi-
camente silenciados.

Ao longo do texto, vimos que o epistemicidio computacional
ndo ¢ um defeito corrigivel, mas caracteristica fundamental de
sistemas de aprendizado de mdquina aplicados em sociedades es-
truturalmente desiguais. A intersecio entre justica algoritmica e
otimizac8o estatistica escancara limites que néo sdo apenas téc-
nicos ou matemadticos - sdo, em esséncia, contradi¢oes politicas.

O aprendizado da mdquina, tal como ¢ constituido hoje, é
maquina de reproducdo de padrdes histdricos. Em sociedades
atravessadas por séculos de supremacia racial, isso equivale a
reproducdo sistemdtica de racismo. Ajustes técnicos, métricas
de fairness, diversidade em datasets — essas reformas nio enfren-
tam o problema na raiz. A questéo nio é como fazer algoritmos
mais justos, mas como criar formas de organizacdo social em
que a justica ndo dependa de cdlculo probabilistico. N&o se trata
de melhorar a precisdo das predi¢cdes, mas de imaginar futuros
que ndo sejam determinados por passados opressivos. N&o € so-
bre otimizar o que existe, mas sobre lutar por mundos radical-
mente diferentes.

Tal é o desafio que enfrentamos: ndo apenas criticar o que estd
posto, mas ousar imaginar e construir alternativas. Em um mo-
mento em que futuros algoritmicos parecem inevitaveis, insistir
na possibilidade de outros futuros é ato de resisténcia fundamen-
tal. A luta contra o epistemicidio computacional é, no fundo, uma
luta pelo préprio futuro - por futuros plurais, abertos, ndo com-
putéveis por maquinas treinadas em histérias de dominacéo.

A justica que buscamos ndo cabe em fungéo objetivo. A liber-
tacdo que imaginamos nio se otimiza com gradient descent. Sdo
projetos que exigem ndo apenas critica técnica, mas imaginacio
politica radical e luta coletiva transformadora. o
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Navegar com facilidade nas telas ndo significa compreender as logicas invisiveis que moldam

narrativas e producao de sentido nos ambientes digitais. Entre algoritmos, redes sociais e bolhas

de informacdo, as juventudes brasileiras enfrentam desigualdades historicas que persistem nos

processos de apropriacdo de tecnologia. Tornar o letramento midiatico um direito fundamental

¢ essencial para formar cidaddos capazes de ler, compreender e participar ativamente de uma

sociedade cada vez mais mediada pela inteligéncia artificial

A SOCIEDADE BRASILEIRA PASSA POR MUDANGAS SIGNIFICATIVAS NOS
hébitos de consumo de midia. A medida que a digitalizacio avanca,
a televisdo aberta permanece firme como canal de grande alcance,
convivendo com novas plataformas digitais. Para além da aparente
diversidade, entretanto, profundas desigualdades ainda influen-
ciam quem acessa o qué — e como. Dados relevantes sobre esse ce-
ndrio estdo em Futura: pesquisa de imagem, hadbitos de midia e preferén-
cias de consumo, pesquisa de opinido conduzida pela Quaest em 2025
a partir de uma amostra estatistica com cobertura em todo o pais.

O consumo de midia no Brasil ¢ multiplataforma, com coexis-
téncia de midias tradicionais e digitais. Embora 83% da populacgo
acesse meios digitais, metade dos brasileiros mantém a TV aberta
como sua principal referéncia. Plataformas como YouTube (49%)
e redes sociais (58%) disputam espago, e 41% da populacdo aces-
sa servi¢os de streaming com regularidade. A preferéncia dos jo-
vens pelo digital é clara (73% redes sociais, 5% YouTube). Entre
os mais velhos, 72% priorizam a TV aberta, sendo que apenas 31%
deles utilizam redes sociais.

Renda e escolaridade aparecem como varidveis significativas na
determinacio de padrdes de consumo de midia. Pessoas que ga-
nham até trés salarios minimos e cursaram apenas o ensino funda-
mental tendem a consumir mais televisdo, com acesso mais restri-
to a conteudos digitais. O retrato ¢ outro entre aqueles com renda
superior a sete saldrios minimos e escolaridade maior, cujo acesso
e consumo de conteudo digital ¢ amplo e diversificado.

O acesso a contetudos digitais cresce proporcionalmente com
a escolaridade: entre pessoas com ensino superior, 70% acessam
redes sociais, 63% usam servigos de streaming e 60% consomem
videos no YouTube. Ja quem tem apenas o ensino fundamental
vive outro cendrio: somente 22% utilizam servigos de streaming e
35% acessam o YouTube.

A pesquisa evidencia que a populacdo brasileira prefere consu-
mir midia de entretenimento (48%), como novelas, séries e filmes
a jornais e telejornais (43%) e esportes (29%). Conteudos que po-
deriam contribuir mais com a educacgo cidadd, como documen-
tarios (12%) e programas informativos (9%), tém menor adesdo,
evidenciando mais uma vez os marcadores de renda e escolaridade.

Os brasileiros preferem videos curtos. Cursos online e videoau-
las tém mais aceitagfio entre pessoas com maior escolaridade, indi-
cando abertura para contetido formativo adaptado a linguagem atual
e rotina fragmentada. Dos 86% dos brasileiros que j4 consumiram
conteudo educativo, s6 36% o fizeram diariamente. Pablicos mais

Por Jodo Alegria

engajados nessa modalidade de contetido incluem graduados, em-
pregados formais e responsdveis por criancas, caracteristicas que
impactam o consumo de contetido digital voltado a aprendizagem.

O panorama delineado pela pesquisa Quaest revela um Brasil
no qual velhas e novas midias coexistem, mas sob clivagens de es-
colaridade, faixa etaria e renda. Nesse cendrio hibrido, o desafio
contemporaneo ¢ criar estratégias de convergéncia, inclusio digi-
tal e mobilizacdo cultural que desafiem as desigualdades estrutu-
rais no acesso e nos usos da midia.

Novas competéncias para ler o mundo

ATUAL TRANSFORMAGAO DIGITAL exige uma nova pers-
pectiva sobre alfabetizacdo e letramento. No Brasil, o
Indicador de Alfabetismo Funcional (Inaf), principal
instrumento de avaliacdo das habilidades de leitura,
escrita e compreensdo de textos entre jovens e adultos, incluiu,
pela primeira vez, o letramento digital em sua edi¢fio de 2024.

O conceito de alfabetismo funcional foi ampliado para abra-
car textos multimodais, interfaces tecnolégicas e praticas sociais
moldadas por algoritmos - uma adaptagio fundamental para en-
tender o que significa ter fluéncia alfabética no mundo contem-
poraneo. Além disso, o Inaf 2024 implementou a sobrerrepre-
sentacdo de jovens entre 15 e 29 anos na amostra nacional, o que
possibilita uma andlise mais detalhada dos niveis de alfabetismo
digital nessa faixa etdria e reforca a importancia estratégica des-
se componente no combate as desigualdades educacionais.

Apesar da comum associacio da juventude ao dominio intuitivo
das tecnologias digitais, os dados revelam que o acesso e a frequén-
cia de uso da internet estiio longe de assegurar o desenvolvimen-
to de habilidades operacionais e criticas no ambiente digital. O
simples uso de dispositivos ou plataformas nio dispensa o papel
essencial da mediacio pedagdgica para transformar interagdes au-
tomaticas em praticas conscientes, reflexivas e emancipatdrias.

Os dados preliminares da pesquisa indicam que as desigualda-
des estruturais que marcam o letramento tradicional persistem
no contexto digital. Escolaridade, renda, localizacdo geografica e
raga/cor seguem influenciando o desempenho nas tarefas avaliati-
vas digitais, corroborando achados do estudo da Quaest. Embora
mais brasileiros tenham hoje dispositivos mdveis nas méos, o uso
qualificado da tecnologia - que envolve anilise critica, dominio de
expressdo pessoal e participagdo civica - ainda ¢ um privilégio de
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quem tem maior nivel de instrucio e renda. O estudo revela que a
escolaridade formal continua sendo o principal fator preditivo da
proficiéncia digital, embora essa relacio ndo seja direta.

Integrar o letramento digital as estratégias de alfabetizagfio ndo
¢ mais apenas desejdvel: tornou-se uma urgéncia, sobretudo no en-
sino fundamental e na Educacio de Jovens e Adultos (EJA). Isso
também vale para a formac#o continuada de educadores, que pre-
cisam estar capacitados para mediar, de forma critica, os processos
de aprendizagem digital nas escolas e em espacos ndo formais.

Os dados ainda refor¢am a importancia de a¢des intersetoriais
que promovam acesso com qualidade, conectividade significativa,
curadoria de conteudos e criacdo de ambientes seguros e estimu-
lantes para o exercicio da cidadania digital.

As juventudes brasileiras, com sua capacidade de adaptacdo e
criatividade, representam um campo fértil para essas acoes - des-
de que as politicas sejam capazes de reconhecer sua diversidade e
garantir condicdes justas para que todos possam se desenvolver.

Um cendrio em descompasso

UANDO GUIADA POR VALORES ETICOS, a integracdo

de midia, tecnologia e inteligéncia artificial (IA) na

educagdio tem potencial para ser uma forca impul-

sionadora de inclusdo, adaptacdo de aprendizagem

e fortalecimento de competéncias essenciais para o
século 21. No entanto, sua implementagio em contextos marca-
dos por desigualdades estruturais no acesso a tecnologia e a midia
- como ¢é o caso do Brasil - requer atencdo as condi¢des reais de
acesso, habilidades e infraestrutura.

Ao confrontar as diretrizes internacionais sobre IA na educacéo
com os dados do Inaf 2024 e os da pesquisa Quaest sobre o consu-
mo de midia e o letramento digital, observa-se um descompasso
entre aspiracdes normativas globais e o cendrio empirico nacional.

Organismos como a Unesco e o UNICEF defendem o principio
da inclusdo e equidade no acesso as tecnologias de IA para garan-
tir que nenhum estudante fique para trds, seja por razdes sociais,
econdmicas, étnico-raciais ou geogréficas. No entanto, a realidade
brasileira aferida nos dados do Inaf revela que a exclusdo digital
¢ mais uma camada da exclusio educacional, especialmente entre
jovens de baixa renda, moradores de regides periféricas e pessoas
com menor escolaridade. A pesquisa Quaest reforca esse diagnos-
tico ao demonstrar que, embora o acesso a internet e a dispositivos
digitais tenha se expandido, as competéncias de uso critico e pro-
dutivo da tecnologia estio concentradas nos segmentos mais favo-
recidos da populacdo. O uso da tecnologia, nesse contexto, ¢ mais
passivo e reprodutivo do que ativo e criativo - o que compromete
os potenciais de apropriacdo da IA na aprendizagem.

As recomendagdes internacionais incluem o desenvolvimento
de competéncias digitais e em IA desde a educagio basica, permi-
tindo que estudantes compreendam nfo apenas como utilizar tec-
nologias, mas também como elas funcionam e afetam suas vidas.
Contudo, o Inaf 2024 evidencia que, para boa parte da populacdo
brasileira, incluindo muitos jovens, o letramento digital ainda
estd em estdgio inicial. A avaliacdo do letramento digital na ma-
triz de habilidades do Inaf revela que tarefas aparentemente sim-

ples, como reconhecer icones, navegar em interfaces ou localizar

informacgdes em plataformas digitais, continuam sendo barreiras
cognitivas significativas para milhdes de brasileiros. A alfabetiza-
¢do digital critica, necessaria para o uso ético e estratégico da IA,
estd longe de ser uma realidade consolidada no pais. Programas
de educacdo formal ainda ndo integram de modo consistente es-
sas competéncias ao curriculo, e hd forte desigualdade no acesso a
oportunidades educativas que favorecam o pensamento critico e a
agéncia digital - especialmente entre as juventudes mais excluidas.

Internacionalmente, defende-se a necessidade de formar pro-
fessores para utilizar e avaliar de modo critico ferramentas de IA.
No Brasil, porém, como mostram os dados do Inaf e da Quaest, o
desafio comeca antes: professores ainda precisam de formag#o ba-
sica em letramento digital, para adquirir dominio técnico, e desen-
volver as dimensdes ética e pedagdgica na apropriagéio de tecnolo-
gia em processos educacionais. A auséncia de formagéo continuada
em cultura digital compromete a mediacio da aprendizagem com
uso de IA de forma responsavel, colaborativa e alinhada aos direi-
tos humanos. Sem preparo pedagdgico, a inteligéncia artificial, em
vez de reduzir as desigualdades educacionais, pode ampliar desi-
gualdades ja presentes na sala de aula.

A avaliacfio ética dos algoritmos na educagdo, com atengio a
vieses, discriminacdes e riscos a privacidade, é ndo sé uma reco-
mendag¢do, mas um imperativo. A Lei Geral de Protecio de Dados
Pessoais (LGPD) brasileira reforca esse compromisso. No entanto,
o cruzamento dos dados nacionais revela um déficit de cultura ins-
titucional e cidadd sobre o tema. A pesquisa Quaest mostra que a
maioria da populacdo ainda desconhece aspectos bésicos da arqui-
tetura digital que consome, e o Inaf aponta que avaliar criticamen-
te fontes e inten¢des em ambientes digitais é uma das habilidades
mais frigeis entre os brasileiros. Esse cendrio limita a construcio
de uma cultura de dados responsavel e participativa, sobretudo em
ambientes escolares, onde deveria comecar.

Uso massivo e pouco critico da tecnologia

M OUTRO ESTUDO ESTRUTURANTE nessa reflexdo, a pes-
quisa TIC Kids Online, revela que 93% das criangas
e adolescentes brasileiros entre 9 e 17 anos estdo
conectados a internet, quase sempre pelo celular, e
mergulhados em plataformas como YouTube, TikTok e WhatsA-
pp. Apesar do uso didrio e intenso da tecnologia, a TIC Kids Online
aponta para dificuldades significativas na compreensao critica de
mensagens, na identificagio de fontes confidveis e na interpreta-
¢do de ambientes digitais, resultado semelhante ao encontrado
pelo Inaf 2024. Apenas 37% das criangas e adolescentes afirmam
saber como checar a veracidade de informacdes online, e mais
da metade nunca recebeu instrucdo sobre como navegar com se-
guranga. O retrato ¢ claro: temos uma nova geragio imersa na
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A EDUCAGAO MIDIATICA E O LETRAMENTO
DIGITAL DEVEM SER ENCARADOS COMO
DIREITO ESSENCIAL A FORMAGAO DE
CIDADAOS. E OBRIGATORIO PREPARAR
CRIANCAS E JOVENS NAO SO PARA OPERAR A
IA, MAS PARA ENTENDE-LA CRITICAMENTE E,

SE NECESSARIO, RECODIFICA-LA

cultura digital, mas com deficiéncias considerdveis de letramento
funcional em contextos digitais.

O uso de inteligéncia artificial ja é parte do cotidiano de crian-
cas, adolescentes e jovens brasileiros - ainda que, muitas vezes,
de forma invisivel e ndo mediada. Sistemas de recomendagio (em
videos, musicas, redes sociais), filtros de imagem, jogos com res-
postas automatizadas e reconhecimento de voz fazem parte da ro-
tina desse ptblico, como mostram tanto a TIC Kids Online como
a andlise critica dos ambientes digitais feita no Inaf. O problema
¢ que poucos tém consciéncia de que estdo interagindo com IA.
Criangas e adolescentes nio sabem como seus dados sio utiliza-
dos, nem compreendem os critérios que definem quais contetidos
aparecem em suas telas.

Todos esses estudos deixam claro que as desigualdades histéri-
cas também se manifestam e se atualizam nos ambientes digitais.
Criancas e jovens de familias com menos renda tém menos acesso
a multiplos dispositivos, menor apoio institucional ou familiar na
mediac¢do do uso da tecnologia e estdo mais expostos a riscos digi-
tais - como aponta a TIC Kids Online. Sio desigualdades que ndo
apenas persistem, mas se reconfiguram, perpetuando injusticas.

Juventudes, letramento digital e IA

ANALISE DOS DOCUMENTOS REVELA uma situagio pa-
radoxal para a populacio brasileira, sobretudo entre
os jovens: embora conectados, nem sempre possuem
letramento digital adequado para navegar esse mundo
de forma critica e consciente. Vivem imersos em algoritmos, mas
desconhecem como eles funcionam e estdo presentes em suas vidas.

Para construir uma cultura digital equitativa, inclusiva e eman-
cipadora, é preciso ir além da simples conectividade. E indispensa-
vel investir em educacfio para a tecnologia, assegurar transparén-
cia e ética no uso da IA, além de estimular a participagio ativa e
consciente dos jovens na moldagem do futuro digital.

Uma mediacgo educacional de qualidade e a regulacdo alinhada
aos direitos humanos sdo elementos essenciais nessa jornada. Dada
a crescente influéncia da inteligéncia artificial nos ambitos educa-
cional, social e cultural, entender o panorama atual das habilidades
digitais da populagdo jovem ¢ fundamental para a formulacdo de po-
liticas publicas que nfo s6 ampliem o acesso, mas também assegu-
rem justica digital e inclusdo com senso critico. A partir da reflexdo,
seguem quatro pontos que exigem atenco e esforco de todos.

1. Letramento digital funcional, mas ndo
critico | Apesar da massificacdo do acesso a
internet - com mais de 9o% das criancas e
adolescentes conectados, segundo a TIC Kids
Online -, os niveis de compreensio critica so-
bre conteudos digitais sdo baixos. O Inaf mos-
tra que a maioria da populagio brasileira tem
dificuldade em avaliar a confiabilidade de in-
formagdes online. Isso revela um letramento
digital limitado a operagdo das ferramentas,
sem aprofundamento critico.

2. A IA estd presente, mas é invisivel | Os
jovens interagem no dia a dia com sistemas
baseados em IA - como algoritmos de reco-
mendacdo em redes sociais, chatbots e assistentes de voz -, mas
ndo os reconhecem como tais. Essa auséncia de consciéncia algo-
ritmica dificulta qualquer forma de participacgo ativa ou critica,
contrariando as recomendagdes e tendéncias internacionais, que
propdem a alfabetizacio em IA desde a educacio basica.

3. As desigualdades se reconfiguram e se reproduzem | As dis-
paridades histéricas de acesso a educagio, renda e infraestrutura
tecnoldgica acabam por influenciar o letramento digital. Criangas
de familias mais pobres acessam a internet quase exclusivamente
por celular, geralmente sem nenhuma forma de mediagio e com
maior exposicio a riscos digitais. Isso compromete o aprendizado
e o exercicio da cidadania digital.

4. Formagdo docente e mediacdo educacional sdo insuficientes |
A auséncia de programas estruturados de formagéo continuada em
cultura digital para educadores limita a capacidade das escolas de
atuarem como mediadoras seguras e formativas no uso da tecnolo-
gia. A falta de preparo docente para lidar com IA nas praticas peda-
gogicas representa um risco de aprofundamento das desigualdades.

O cotidiano de criancas e adolescentes ¢ cada vez mais moldado
por algoritmos, presentes em jogos, redes sociais e plataformas de
ensino. A inteligéncia artificial, antes uma promessa, ¢ hoje uma
realidade para todas as pessoas. No entanto, debate-se pouco sobre
a educacdo das novas geragdes para compreender, utilizar e ques-
tionar essas tecnologias.

Para que o futuro digital ndo perpetue as desigualdades atuais,
a educacdo mididtica e o letramento digital e algoritmico devem
ser encarados como um direito essencial a formacgo de cidaddos
democriticos. E obrigatério preparar criancas e jovens nio s6 para
operar a inteligéncia artificial, mas para entendé-la criticamente e,
se necessario, recodificd-la. o
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tecnologia ensina,
quem aprende?

As plataformas digitais reconfiguram a escola

a sua imagem, individualizando o ensino

e reduzindo o papel do professor. Por isso,

no processo educacional, o decisivo ndo é a
tecnologia, mas quem a controla e a desenha.
Oferecer a velha educacdo com uma roupagem
tecnoldgica, embora lucrativo e ficil, ndo
garante preparar as criangas para os grandes

desafios que terdo de enfrentar

Por Paulo Blikstein e Izidoro Blikstein

HA MAIS DE UM SECULO, INVENTORES ANUNCIAM que a proxima
tecnologia finalmente modernizard a escola - do corretor de tes-
tes mecanico de Sidney Pressey em 1924 a “maquina de ensinar”
de B. F. Skinner nos anos 1950 e ao tutor eletronico de hoje. A
cada geragdo tecnoldgica - o cinema, a TV, a internet, a IA -, o
diagndstico ¢é similar: a educacdo estd “quebrada”, ndo funciona,
e (curiosamente) a solucdo ¢ a tecnologia que estd em voga. Skin-
ner afirmava que a sua maquina (um simples dispositivo meca-
nico que informava ao aluno se sua resposta estava correta) tor-
nava o trabalho escolar “prazeroso”, permitindo que o estudante
avangasse “no seu proprio ritmo”. Nos anos 2000, o Vale do Sili-
cio redescobriu Skinner, e Salman Khan argumentava que assistir




Stanford Social Innovation Review Brasil | ESPECIAL

.' LUK X]
o _ ol

a videoaulas em casa, onde o discente poderia ir “no seu préprio
ritmo”, revolucionaria a educagdo. A imagem, ainda hoje, parece
promissora: sistemas infinitamente pacientes que se adaptam as
necessidades dos estudantes, inteligéncia artificial (IA) que de-
tecta dificuldades antes mesmo que o aluno as perceba - tudo a
um custo quase zero.

Mas, por tras desse otimismo, ha trés fatos incomodos. O
primeiro ¢ que hd décadas essas solu¢des tém fracassado em re-
volucionar a escola. O segundo ¢ que criar e operar tais sistemas
tecnoldgicos tem custo muito longe de zero (inclusive ambiental).
O terceiro fato ¢ que tecnologias nunca sdo neutras. Elas carre-
gam escolhas intrinsecas e muitas vezes invisiveis sobre como se
mede o éxito, que pedagogia ¢ vélida, quem decide o que deve ser
ensinado e quais incentivos e recompensas estruturam o sistema.
Essas escolhas sio feitas, muitas vezes, nas salas multicoloridas
do Vale do Silicio, nos Estados Unidos, bem longe das secretarias
de educacio e salas de aula brasileiras.

Quando as tecnologias entram na escola, reconfiguram as rela-
¢des econdmicas e de poder entre estudantes, docentes, empresas
e Estado. Em outras palavras, elas ndo “melhoram” a educacio,
mas a redefinem a sua imagem e semelhanca. A questdo fundamen-
tal é quem desenha e controla essas tecnologias, e sabemos que elas
vém da problemdtica cultura das grandes empresas de tecnologia
do Vale do Silicio.

A férmula do Vale do Silicio

OM A PROMESSA DE disrup¢do na alimentacfio, Rob

Rhinehart criou a startup Soylent em 2013. Para o

empreendedor, os supermercados eram “corredo-

res infinitos com cheiro de carne apodrecendo” e as
cozinhas eram “camaras de tortura” com facas e fogo por todo
lado. Longas refei¢des eram perda de tempo. A solucdo foi a
criacdo de um shake com todos os nutrientes recomendados pela
ciéncia: trés por dia nos livrariam da tortura de ir ao supermer-
cado e perder tempo em refeicdes. A startup foi uma das mais
celebradas de seu tempo, mas relatos de crises gastrintestinais
e criticas ao conceito de Rhinehart terminaram por arruinar a
Soylent em poucos anos. Apesar do fracasso, sua histdria ¢ tipica
e util para ilustrar como o discurso -mais do que o produto em
si — é usado para convencer usudrios e investidores, movimen-
tando bilhdes de délares. A formula envolve trés etapas que dis-
cutimos em seguida.

A construgdo do discurso: o antagonista | Rhinehart foi
brilhante na construcdo do discurso que o catapultou a celebri-
dade. Para dissecar sua narrativa, usaremos as ferramentas da
semidtica e da andlise do discurso, a partir principalmente das
perspectivas de Mikhail Bakhtin (1895-1975). Para o fildsofo da
linguagem, o sentido do discurso é sempre relacional e ele ndo
existe isoladamente, sendo moldado por vozes anteriores e para-
lelas. A natureza dialdgica e polifonica do discurso faz com que
ele seja um objeto dinamico e histdrico, em que vozes interagem
e “respondem” mutuamente (veja o exemplo da expressdo “alu-
nos indo no seu proéprio ritmo” atravessando décadas, de Skinner
até Khan). Uma forma particularmente eficiente na construcéo
do discurso ¢ a criagdo de um antagonista, que acentua as qualida-
des do “protagonista” por contraste.

A manufatura de um antagonista pode comegar com pince-
ladas de fatos reais, mas inclui consideraveis doses de exagero
e generalizacdes. No caso da Soylent, supermercados sdo “insu-
portaveis” e cozinhas colocam a vida em risco. Em recente en-
trevista, Mikey Shulman, CEO de uma empresa de composicdo
musical por inteligéncia artificial, disse que musicos precisam de
IA porque “ndo é muito prazeroso fazer miisica hoje em dia. [...] exige
muita prdtica e ser muito bom em um instrumento [...] a maioria das
pessoas ndo gosta [...] do tempo que passa fazendo miisica”. Shulman
fala da composicdo musical como um martirio para os musicos,
que seriam “libertados” pela IA. Empresas de realidade virtual,
da mesma forma, descrevem a realidade “real” como incémoda,
limitada e ameagadora.

E por que aceitamos esses exageros e generalizacdes? Segun-
do Bakhtin, af entra a polifonia: o discurso é sempre uma soma de
vozes que lhe conferem credibilidade. No caso de Salman Khan,
ele foi apresentado por Bill Gates em sua famosa palestra no TED
de 2011. Muitas outras empresas fazem uso desse recurso, tra-
zendo testemunhos de celebridades, cientistas ou especialistas,
sempre prontos a integrar o coro de vozes para validar o discurso
- mesmo que tenham pouca experiéncia no assunto ou enormes
conflitos de interesse. J4 em 1995, Steve Jobs tratava os sistemas
educacionais como falidos e colocava sindicatos como os grandes
inimigos da educac@o.
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A ressignificagdo da atividade-fim | A
Soylent nfio queria apenas ser mais uma em-
presa fazendo shakes de proteina: ela queria
“disruptar” sua industria e precisava mudar,
no imagindrio de seus usudrios, a natureza da
alimentagdo. Seu CEO dizia que queria melho-
rar a vida das pessoas, mas na verdade dese-
java reconfigurar essas vidas a imagem de seu
produto: era necessdrio convence-las de que
a alimentagdo era apenas a ingestdo eficiente
de nutrientes. Rhinehart precisava ressignifi-
car o ato de comer, assim como Shulman, o de
compor, e Khan, o de aprender. Tecnologias
tém limitacdes e superd-las tem custos que podem inviabilizar um
modelo de negdcio. Ressignificar a atividade-fim ¢ fundamental
para convencer as pessoas de que as imprecisdes e limita¢cdes da
tecnologia sdo inevitdveis e aceitdveis - afinal de contas, os siste-
mas atuais estdo “quebrados”.

Um novo ecossistema monopolista | Se a atividade-fim ¢é re-
configurada para um modelo de negécio especifico, o que nio se
encaixa passa a ser considerado supérfluo ou opcional. O que an-
tes era corriqueiro, como comer refeicdes ou contratar musicos,
passa a ser um luxo excessivamente caro. Construir uma escola e
pagar professores passa a parecer uma extravagancia econdmica
em comparacdo a gravar videos online. Apesar das aparéncias, o
que estd sendo oferecido a um custo mais baixo é outro produto ou ex-
periéncia com o mesmo nome, privado de componentes importantes.

O Soylent educacional: os antagonistas da edtech

SSA MESMA FORMULA - DA CRIAGAO de um antagonista a
ressignificacdo da atividade-fim, resultando em novos
monopolios — tem sido usada pelas empresas de tec-
nologia. Os empreendedores foram rdpidos em criar
antagonistas: o “coletivo” virou um instrumento de opress@o — a apren-
dizagem tem que ser personalizada, individual e adaptada a cada
aluno. Professores sdo “lentos”, “massificadores”, e apenas capazes
de dar aulas padronizadas. A presenca no mesmo espago e tempo ¢é
uma violagdo da liberdade - estudantes deveriam aprender onde e
icos” sdo extravagancias
e invidveis economicamente. Esse discurso repleto de exageros ja

quando quiserem. Ambientes educacionais |

insinua a solugdo: a educacio individualizada, virtual, baseada em
telas, sem presenca fisica e com um papel diminuido para professo-
res humanos. Mas esses antagonistas sdo grandemente exagerados.
O coletivo ndo ¢ necessariamente prejudicial para a aprendizagem.
Um bom professor raramente s6 dd aulas expositivas. A presenca
no mesmo espago fisico e a delimitacdio de um tempo proéprio paraa
aprendizagem sdo positivas, principalmente para criangas.

Mas a solucgo que emerge do modelo das empresas de edtech é
sempre muito parecida: um tutor eletrénico, que funciona 24 horas
por dia sem se cansar e que guia o aluno melhor que um ser hu-
mano - uma promessa repetida hd décadas. Em 2008, a Knewton
prometeu criar o “tutor mais inteligente do mundo” e consumiu
US$ 180 milhdes. Em 2013, com quase US$ 100 milhdes, a InBloom
tentou revolucionar a educagio com uso intenso de “big data” e

softwares de tutoria. A AltSchool, em 2016, prometeu causar dis-

HA MUITAS FORMAS POSITIVAS DE UTILIZAR
A TA NA EDUCA(;AO, PRINCIPALMENTE SE
APOIADA NA PERSPECTIVA CONSTRUCIONISTA
E NA PEDAGOGIA CRITICA, QUE VALORIZAM

A CULTURA DO ALUNO, O APRENDER
INDIVIDUAL E COLETIVO, ALEM DA
CRIATIVIDADE E DA EXPERIMENTA(;AO

rupgio nas escolas com um outro sistema baseado em aprendiza-
gem de mdquina, IA e US$ 200 milhdes. Uma lista intermindvel de
empresas fez essa mesma promessa — e a grande maioria quebrou.
Justin Reich, em seu livro Failure to disrupt, faz uma cuidadosa ra-
diografia desses sistemas de tutoria e confirma que a maioria ndo
apresentou os resultados esperados. As exce¢des sdo 0s sistemas
que eram bem integrados ao trabalho do professor “humano”, em
vez de substitui-lo, e mesmo esses sistemas apresentavam resulta-
dos modestos e restritos a poucas areas do conhecimento.

Educacdo é mais do que o depdsito de informacdes | Justin
Reich, entre outros autores, também mostra que a educacio é um
processo holistico e complexo em que muitas coisas acontecem ao
mesmo tempo: a socializacio, a formag?o ética, o aprender a traba-
lhar em grupo, o desenvolvimento da curiosidade, a metacognicéo e
o “aprender a aprender”. Otimizar a transmissido de contetdo é s
uma parte desse todo, mas € a que mais facilmente se pode “produti-
ficar™: dai o foco das empresas de edtech em ressignificar a educacéo
para que ela seja primordialmente transmitir e testar conteudo.

Quando as plataformas tecnoldgicas tomam conta de um siste-
ma, também reconfiguram o trabalho docente. O professor passa
a ser guiado e monitorado por elas, e se a histdria serve de guia,
o tempo supostamente economizado por ele nio é reinvestido na
sala de aula ou na formagao docente, mas reapropriado pelas em-
presas ou sistemas.

A TA e as plataformas podem seduzir gestores pelo discurso
que promete amplos ganhos de aprendizagem a custos minimos.
Ocorre, entretanto, que com o uso descontrolado e desregula-
mentado, escolas publicas podem acabar oferecendo uma educa-
¢do ainda mais simplificada e empobrecida, enquanto escolas de
elite continuardo proporcionando experiéncias de aprendizagem
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ricas e complexas. Além disso, ao focar na simples otimizacgdo da
transmissdo de contetdo, os tecndlogos se esquecem de outros
problemas politicos e estruturais que a IA nfo vai resolver, como
subfinanciamento, desigualdade sistémica, decisdes curriculares,
privacidade de dados e racismo algoritmico.

Uma agenda positiva para a IA na educagio

PESAR DO TOM PREOCUPADO ATE AQUI, nossas criticas
se concentram no uso da IA para automaco e vigilan-
cia, e no controle dessas tecnologias por instituicdes
pouco comprometidas com a educacgdo publica. Ha
muitas formas positivas de utilizar a IA, principalmente se apoiada
na perspectiva construcionista e na pedagogia critica, que valori-
zam a cultura do aluno, seus conhecimentos prévios, o aprender
individual e coletivo, além da criatividade e da experimentaciio. E
fundamental (mas trabalhoso) investir na criacdo de novas ferra-
mentas de IA com esse tipo de inten¢io pedagogica. Listamos a se-
guir algumas ideias e principios que podem orientar esse processo.

Desenhar para o esforgo cognitivo mais significativo | De-
signers devem identificar o que é cognitivamente importante em
uma tarefa e criar ferramentas de IA que oferecam suporte sem
fazer o trabalho pelos alunos. Os chatbots, que fazem tudo que pedi-
mos, sio uma étima ferramenta para o fazer, mas inadequados para
a maioria das tarefas de aprendizado na educacdo bésica, porque
fazem para os alunos também o que ¢ cognitivamente importante.
Estudos recentes tém mostrado que estudantes que usam chatbots
de forma indiscriminada estdo aprendendo menos.

Personalizagdo real | Em vez da personalizacio que varia
apenas a velocidade do depdsito do contetido, a personalizagdo real
deve permitir que estudantes explorem tdpicos de seu interesse e
ampliem seus horizontes intelectuais. A IA pode ser ttil por ofe-
recer acesso a grandes repositorios de conhecimento, permitindo
projetos investigativos sofisticados. Precisamos superar o “ir no
seu proprio ritmo” skinneriano e evoluir para o “aprender o que é
significativo” freireano.

Reduzir “barreiras de entrada” | Criancas tém multiplos
interesses em robotica, literatura, musica, cinema e outros topi-
cos. Essas atividades exigem meses de aprendizado mesmo para a
criagdo de produtos simples. Ferramentas de IA podem reduzir as
“barreiras de entrada”, facilitando a criacdo. H4 ferramentas pode-
rosas para a criacdo de musica, videos e programacio, desenhadas
para ndo fazer todo o trabalho pelo estudante, mas apenas ajudar
na criagdo de produtos complexos em menos tempo.

Simular o impensdvel | A IA permite simulagdes em ciéncias
que anteriormente seriam impossiveis. Para aprender fisica ou
quimica, agora estudantes podem “inventar” novas leis naturais e
ver como seria o mundo, comparando com leis “reais”. Como seria
o universo se a lei da gravidade fosse diferente? Como seriam os
seres humanos se a porcentagem de oxigénio no ar fosse diferen-
te? H4 uma infinidade de novas possibilidades curriculares quando
alunos podem ter um assistente para imaginar o inimagindvel, em
vez de apenas ensinar os velhos conteidos. Apesar do uso corri-
queiro da IA para resolver problemas fechados (equagdes, fatos
histdricos etc.), € na resolucéo de problemas abertos, sem solucdo
unica ou avaliacdo bindria, que a IA serd mais poderosa.

Pesquisa avancada | Cientistas usam ferramentas conhecidas
como “cadernos eletronicos” (como o Jupyter Notebook ou Goo-
gle Notebook LM) para fazer pesquisas, registrar experimentos e
organizar informacdes. Esses sistemas usam IA ndo s6 para acessar
bases de dados, mas para interpretar e sintetizar informacgo, indo
muito além dos chatbots. Desenhar “cadernos eletronicos” para
criancas ¢ uma oportunidade de design pouco explorada.

Gerenciamento de sala de aula e escolas | A 1A pode auxiliar
no gerenciamento de dados e na automatizagio de tarefas “fora da
sala de aula”. Muito do trabalho mais burocrético de professores
pode ser otimizado e dados gerados nas escolas podem ser inter-
pretados por IA para ajudar educadores e diretores na avaliagdo da
efetividade de novos programas.

A TA nas mios de quem entende de educacdo

OSSA CAUTELA EM RELAGAO A 1A NAO é sobre a tecno-

logia em si, mas sobre quem a controla e a desenha.

Tecnologias nunca existem em estado neutro, néo

sdo s6 “ferramentas” - sdo objetos com uma histé-
ria e com propriedades que influenciam seu uso. As empresas de
tecnologia sdo movidas pela promessa de produtos revoluciond-
rios que trardo inimagindveis retornos aos investidores. Nesse
contexto, a decodificagdo do discurso de seus idedlogos ¢ funda-
mental. E por meio do discurso que eles conseguem “licenca” para
ignorar o impacto ambiental, humano e ético de suas tecnologias.
Sam Altman, CEO da Open Al, promete um mundo em que “[...]
possivelmente vamos resolver a fisica de alta energia em um ano
e comegar a colonizacdo do espago no ano seguinte”. Promessas
de uma superinteligéncia que vai “resolver” a saude, a educacgo
e o aquecimento global sdo exemplos desses perigosos artificios
retoricos. Na educacdo, esse “teatro da inovagio” traz um custo de
oportunidade: ao seduzir governantes e retirar educadores do pro-
cesso decisdrio, essas inovagdes tomam o lugar de solu¢des mais
solidas, perigosa e irreversivelmente remodelando a educagio a
imagem desses produtos “revoluciondrios”.

A inteligéncia artificial na educagiio veio para ficar e pode ser
positiva para alunos e professores, desde que seja pensada e im-
plementada por quem entende e trabalha com educagio. Deve ser
levada a escola com intencionalidade pedagdgica, regulamentac@o
e alinhamento com os objetivos da educacgo publica, com proto-
colos claros para experimentacio controlada e segura, orientacdo
para gestores e uma sdlida formacgo para professores.

Apesar da assimetria de conhecimento, a educacéo ¢ sobretudo
uma conversa entre pessoas. Nessa conversa, hd um sentido com-
partilhado, e ela se d4 dentro de uma rede de “textos” e relacdes
que sdo visiveis e inteligiveis por nés. Quando essa conversa se dd
com um ser eletronico, cujo sentido, objetivos e “inteligéncia” sdo
uma caixa-preta ininteligivel até para seus criadores, estudantes
estdo em um territdrio arriscado e desconhecido.

Oferecer a velha educacdo com uma roupagem tecnoldgica é
lucrativo e fécil. O que queremos ¢ o dificil e caro: oferecer as
nossas criancas uma educagio que as prepare para enfrentar os
grandes desafios que as aguardam. Para isso, nio precisamos de
um tutor eletrénico: precisamos, cada vez mais, de seres profun-

damente humanos. o
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A chegada da inteligéncia

artificial as escolas provoca

entusiasmo, mas exige
cautela. Antes de discutir
novas ferramentas, ¢ preciso
olhar para as urgéncias

da educagdo brasileira e
garantir que a tecnologia
sirva ao direito de aprender.
Sem evidéncias claras sobre
0s impactos pedagogicos,
cresce o risco de a IA
reproduzir desigualdades

e desviar a escola de seu
proposito fundamental:
formar cidadaos criticos,
criativos e livres

Por Gabriel Corréa
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A INTELIGENCIA ARTIFICIAL (IA) CHEGOU A EDUCAGAO PARA FICAR.
O desafio, no entanto, ¢ definir como integra-la de forma cons-
ciente e com quais propositos. O entusiasmo com o potencial
transformador da IA é crescente, impulsionado principalmente
pelos avancos recentes em modelos generativos. Ao mesmo tem-
po, ha um entendimento cada vez mais sdlido entre especialis-
tas de que o debate sobre a IA na educacdo néio deve ser apenas
tecnoldgico: precisa ser também pedagogico, social e ético. Esse
cuidado ¢ ainda mais crucial em paises marcados por profundas
desigualdades, como o Brasil.

O debate ndo deveria partir da pergunta “O que a IA pode fazer
na educaco?”, mas sim “Quais sdo os desafios educacionais ur-
gentes que a IA pode ajudar a enfrentar?”. Isso significa tratar a IA
ndo como um fim em si mesma, mas como um meio para apoiar e
potencializar a atuagio de professores e gestores, fortalecer redes
de ensino e, consequentemente, a aprendizagem dos estudantes.
O foco deve ser resolver problemas reais respeitando os direitos
dos estudantes, e ndo a busca de solucdes genéricas ou imitagdes
de outros contextos. Além disso, é indispensavel refletir sobre o
que se ensina: os avangos da IA fortalecem a necessidade de redis-
cutir o curriculo escolar e suas prioridades.

Este artigo levanta algumas questdes sobre como a inteligén-
cia artificial estd sendo empregada na educacdo e quais impactos
pode gerar, especialmente no contexto brasileiro. Sdo abordadas
questdes criticas que precisam ser consideradas nesse processo,
como a equidade no acesso a infraestrutura e aos beneficios da IA;
os diferentes usos da tecnologia em sala de aula, na gestéo esco-
lar e na gestdo das redes de ensino; o atual estagio de evidéncias
sobre o que de fato funciona para impulsionar a aprendizagem; os
riscos relacionados a protecdo de dados e a privacidade. O texto
também argumenta sobre a necessidade de se repensar o curricu-
lo escolar em um mundo cada vez mais permeado por sistemas de
inteligéncia artificial e, por fim, advoga que essa nova tecnologia
s6 pode fazer sentido se vier atrelada ao compromisso do poder
publico com uma educagio mais inclusiva e de qualidade.

O Brasil precisa estar nesse debate, com protagonismo e sen-
so de prioridade. E urgente construirmos caminhos para uma
inovacdo educacional que seja, simultaneamente, tecnoldgica,
humana e brasileira.

Usos atuais da IA na educagio

INTELIGENCIA ARTIFICIAL JA ESTA presente na educa-

¢do, embora de maneira desigual e incipiente. No

Brasil e em outros paises, redes de ensino, escolas

e professores comegam a explorar o potencial da IA
para apoiar tanto o processo de ensino e aprendizagem como a
gestdo escolar e das redes de ensino.

Na sala de aula, uma das aplica¢des mais comentadas € o uso de
plataformas com tutoria automatizada, que oferecem feedback per-
sonalizado e adaptativo para estudantes. Ha também ferramentas
que auxiliam professores na elaboracdo de atividades, diagndstico
de aprendizagem, planejamento de aulas e correcdo de avaliagdes.
Modelos generativos de linguagem tém sido testados, por exem-
plo, para explicar conceitos, criar textos adaptados ao nivel do alu-
no, gerar exemplos personalizados e promover acessibilidade.

Na gestdo escolar, ferramentas de IA estfio sendo utilizadas
para otimizar a organizacio de horarios, a distribuiciio de estu-
dantes por turmas, a comunicacdo com responsdaveis, a gestdo
de recursos e o acompanhamento de indicadores. Em redes mais
estruturadas, esses usos vém ganhando escala com sistemas que
analisam dados administrativos e pedagdgicos em tempo real para
orientar a tomada de decisdo por diretores e coordenadores.

No ambito da gestdo das redes de ensino, a IA pode ser usada
para andlises preditivas, identificacdio de estudantes em risco de
abandono escolar, diagnésticos em larga escala, planejamento de
politicas, alocagio de recursos e desenho de intervengdes persona-
lizadas. Essas possibilidades tém atraido o interesse de governos,
inclusive como caminho para aumentar a eficiéncia da gestdo edu-
cacional e a efetividade de politicas publicas.

Apesar desses avangos, o cendrio permanece fragmentado, com
iniciativas isoladas, assimetrias de acesso, falta de regulagio clara
e auséncia de diretrizes publicas sobre como - e para qué - a IA
deve ser utilizada na educacio. Paralelamente, cresce o interesse
de startups, grandes empresas e investidores em ocupar esse espa-
¢o com solugdes proprias. Ha iniciativas inovadoras e promissoras,
mas também outras ainda desconectadas do projeto pedagégico
das escolas ou das prioridades das redes publicas.

O uso da IA na educagio é, portanto, uma realidade em expan-
sdo. Mas segue sendo incerto, desigual e carente de direcio estra-
tégica, especialmente no Brasil. Reconhecer esse panorama ¢ es-
sencial para qualificar o debate e orientar os préximos passos. E a
partir dele que podemos discutir o que realmente funciona, para
quem, em quais condi¢des e com quais finalidades.

O que funciona, afinal? A lacuna de evidéncias

PESAR DO ENTUSIASMO COM O POTENCIAL da inteligén-

cia artificial na educagio, ainda existe pouca evidén-

cia consistente sobre o que, de fato, funciona para

melhorar a aprendizagem dos estudantes. Muitos
projetos sdo langados com promessas de transformacgo, mas nem
sempre sdo acompanhados de avaliagdes rigorosas ou transparén-
cia sobre os resultados obtidos. O ritmo das inovagdes, nesse cam-
po, costuma ser muito mais rdpido que o das comprovacoes.

Trabalhos recentes de académicos e organismos internacionais
indicam que, embora existam experimentos promissores — como
tutores de IA aplicados ao ensino de matematica ou de escrita —,
seus efeitos variam muito de acordo com o contexto, o desenho
pedagdgico da intervencdo, a formacdio dos professores e o ali-
nhamento com os objetivos educacionais. Esses dados reforcam a
constatacgéio de que a tecnologia, por si s, ndo gera impacto: ela
precisa estar inserida em uma estratégia educacional clara, contex-
tualizada e bem implementada.

No Brasil, sdo raras as iniciativas que incorporam avalia¢des in-
dependentes desde o inicio, com medicio sistemdtica dos efeitos
sobre a aprendizagem. Além disso, grande parte das solucdes ofer-
tadas pelas empresas ndo passa por testes em larga escala nem por
validag3o em contextos publicos.

Mais do que nunca, ¢ fundamental investir em pesquisa aplica-
da. O desenvolvimento e uso de IA na educacdo precisa caminhar

junto com uma cultura de monitoramento, avaliagfio e aprendizado.
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S6 assim serd possivel diferenciar o que ¢ inovacgo
real daquilo que ¢ apenas entusiasmo passageiro.
A falta de evidéncias robustas ndo deve pa-
ralisar a agdo — mas precisa orientar a cautela e
fortalecer o compromisso com o aprendizado ins-
titucional. Em um ramo tdo recente, testar, medir,
ouvir os usudrios e fazer ajustes continuos é parte
crucial de um processo de inovagio responsavel.

IA para quem? A centralidade da equidade

INCORPORAGAO DA INTELIGENCIA AR-
TIFICIAL na educacdo ndo acontece
num vacuo. No Brasil, ela se insere
em um contexto profundamente de-
sigual, em um sistema educacional que ainda falha
em garantir o direito a aprendizagem para todos.
Ignorar essa realidade pode significar aprofundar

VOCE SABIA?

S6 das escolas publicas
urbanas brasileiras tém
internet rapida para atividades
pedagogicas

dos estudantes do
ensino médio puiblico acessam
internet s6 pelo celular

No Nordeste, apenas
das escolas urbanas tém
internet de alta velocidade

das escolas publicas
rurais ndo possuem nenhum
tipo de acesso a internet

dos professores nunca
receberam formacao para usar
tecnologia digital na educagio

Fonte: Anudrio Brasileiro da Educagio
Bsica 2024 - Todos Pela Educaggo.

informagdes sobre desempenho académico, com-
portamento online, perfil socioecondémico e até
aspectos emocionais. Em um cendrio de crescente
digitalizagdo, o risco de usos indevidos, vazamen-
tos ou discriminagdes algoritmicas aumenta subs-
tancialmente.

Por isso, a governanca da IA na educag?o precisa
ser orientada por principios claros: transparéncia
sobre o funcionamento dos sistemas, prestacdo de
contas por parte das empresas e governos, protegao
rigorosa de dados e mecanismos efetivos de supervi-
sdo. Isso inclui a defini¢do de marcos legais e regu-
latérios especificos para o uso de IA no setor educa-
cional, algo ainda incipiente no Brasil.

O Estado tem papel central nesse processo. Cabe
ao poder publico estabelecer diretrizes, regular o
uso da tecnologia, promover a seguranca juridica e
garantir que os interesses educacionais e os direitos

desigualdades ja existentes.

Desde o inicio, a equidade deve ser um dos pi-
lares fundamentais do desenvolvimento e uso da IA na educaco.
Algumas perguntas tém de ser feitas: Quem sdo os estudantes que
mais precisam de apoio? Quem tem acesso aos recursos e condi-
¢des necessdrias para se beneficiar da IA? Como garantir que a tec-
nologia ndo reforce vieses, discriminagdes ou exclusdes histdricas?

As desigualdades de infraestrutura digital ainda sdo grandes no
Brasil. Em muitas regides, faltam conectividade adequada e equipa-
mentos suficientes nas escolas. Mesmo em redes mais estruturadas,
o uso efetivo da tecnologia enfrenta barreiras de formag?o docente,
sobrecarga de trabalho e auséncia de apoio continuado. Além disso,
o0 uso extraclasse também ¢ desigual: estudantes com mais recursos
tendem a ter mais acesso a dispositivos e conectividade em casa.

A cautela com os préprios algoritmos ¢ outro aspecto critico
a ser considerado. Ferramentas de IA sdo treinadas com bases de
dados que muitas vezes refletem desigualdades sociais. Sem meca-
nismos de correcdo, isso pode levar a recomendagdes enviesadas,
diagndsticos equivocados ou reforco de esteredtipos.

Colocar a equidade no centro implica desenvolver e usar a IA
com atengao especial aos estudantes que mais precisam, para que
ndo sejam deixados para tras. Isso significa priorizar contextos de
maior vulnerabilidade e assegurar infraestrutura, formagéo, apoio e
governanca adequados. SO assim a tecnologia poderd ser uma ponte
- e ndo uma barreira - para o direito a uma educacgo de qualidade.

Governanga, protecdo de dados e o papel do Estado

USO DE INTELIGENCIA ARTIFICIAL na educacgo também

traz consigo importantes implicacdes éticas, legais e

institucionais. A coleta massiva de dados, a opaci-

dade de muitos algoritmos e os riscos associados a

privacidade e a seguranca da informacfio impdem desafios signifi-

cativos. Ndo basta adotar tecnologias inovadoras: é preciso fazé-lo

com responsabilidade, transparéncia e prote¢o aos direitos de es-
tudantes, professores e comunidades escolares.

A maijoria das ferramentas de IA depende da coleta e analise

de grandes volumes de dados — muitas vezes sensiveis. Isso inclui

das criancas, jovens e profissionais da educacio es-
tejam acima dos interesses puramente comerciais.

A construcio de uma governanca responsavel da IA na edu-
cacdo ¢é, portanto, um desafio urgente. Exige capacidade regula-
toria, articulacdo institucional e compromisso com os direitos
fundamentais. Mais do que acompanhar a inovacdo, trata-se de
molda-la de acordo com os valores de uma educacdo publica,
equitativa e de qualidade.

IA como meio, ndo como fim

INTELIGENCIA ARTIFICIAL TEM GERADO ENORME eXpec-
tativa no campo educacional, mas ¢ preciso cuidado
para que o fascinio pela tecnologia néo desvie o foco
dos objetivos centrais da politica educacional. A TA
deve ser vista como um instrumento - poderoso, mas ainda assim
um instrumento - para resolver problemas concretos e apoiar a
aprendizagem dos estudantes. Quando se transforma em fim em
si mesma, corre-se o risco de priorizar a ado¢do da ferramenta
em detrimento da efetiva melhoria dos resultados educacionais.
A histdria da educacdio ¢ marcada por ciclos de entusiasmo
com novas tecnologias que, muitas vezes, ndo resultaram em
transformacdes estruturais. A chegada da IA deve evitar repetir
esse padrio. E necessdrio perguntar: Qual problema educacional
especifico essa tecnologia ajuda a enfrentar? Quais sdo os ganhos
reais de aprendizagem, equidade ou eficiéncia que ela pode gerar?
Como garantir que o uso da IA esteja alinhado ao projeto pedago-
gico e as metas da politica educacional?
Esse olhar pragmdtico ¢ ainda mais importante em contextos
de escassez de recursos, como o brasileiro. O investimento em
tecnologia deve ser precedido de uma andlise de custo-beneficio,
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GABRIEL CORREA ¢ diretor de politicas publicas do Todos
Pela Educacao, graduado e mestre em economia pela Univer-
sidade de S&o Paulo (USP) e doutorando em administracao
publica e governo na Fundacao Getulio Vargas (FGV).
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A TA PODE SER VALIOSA PARA PERSONALIZAR
TRAJETORIAS DE APRENDIZAGEM, APOIAR O
TRABALHO DOCENTE, QUALIFICAR A GESTAO
ESCOLAR E FORTALECER A TOMADA DE
DECISAO NAS REDES. MAS ISSO DEMANDA UM
PROJETO EDUCACIONAL CLARO. A BUSSOLA
DEVE SER PEDAGOGICA E NAO TECNOLOGICA

de impacto potencial e de viabilidade de implementacio em es-
cala. Também deve ser acompanhado de medidas que garantam
formag@o, infraestrutura, apoio técnico e avaliacdo constante.

A TA pode ser valiosa para personalizar trajetdrias de apren-
dizagem, apoiar o trabalho docente, qualificar a gestdo escolar e
fortalecer a tomada de decisdo nas redes de ensino. Mas isso s6
se concretiza se ela estiver a servico de um projeto educacional
claro, centrado no desenvolvimento integral dos estudantes. A
bussola deve ser sempre pedagdgica - e ndo tecnoldgica.

Evitar a visdo de que a tecnologia sozinha resolve tudo e ado-
tar uma abordagem centrada nas pessoas sdo procedimentos es-
senciais para que a IA contribua de fato para o direito a educacgdo
de qualidade. A inovacdo precisa estar a servico da aprendizagem
- e ndo o contrdrio. Se bem planejada, regulada e implementada, a
inteligéncia artificial tem o potencial de ser uma grande aliada na
transformacdo positiva da educaciio brasileira - mais equitativa,
mais eficiente e mais centrada no desenvolvimento dos estudantes.

O curriculo em um mundo com IA

E A INTELIGENCIA ARTIFICIAL MUDA as formas de produzir,
acessar e aplicar conhecimento, entfo ela também nos
obriga a repensar o curriculo escolar. O que os estudan-
tes precisam aprender para viver, trabalhar, conviver e
transformar o mundo em um contexto permeado por IA? Quais
capacidades humanas ganham ainda mais centralidade diante de
tecnologias que automatizam tarefas cognitivas complexas?

Essa discussdo envolve dois movimentos complementares. O
primeiro € garantir que todos os estudantes aprendam sobre IA —
seus fundamentos, usos, riscos, limitacdes e implicacdes éticas.
Em um mundo em que decisdes sdo cada vez mais mediadas por
algoritmos, compreender como esses sistemas funcionam ¢ parte
primordial da formacio.

O segundo movimento ¢ ainda mais estrutural: revisar o curri-
culo a luz das transformacdes que a IA impde a sociedade. Ainda
faz sentido uma escola excessivamente centrada na memoriza-
cdo de conteudos, quando o acesso a informacdo ¢ instantaneo
e a geragdo de texto automatizada? Ao mesmo tempo, como ga-
rantir o desenvolvimento da capacidade de leitura, de escrita, de
pensamento matematico e cientifico - habilidades que continuam
sendo fundamentais, inclusive para interagir criticamente com a
IA? E urgente discutir como o préprio ensino das disciplinas tradi-

cionais precisa ser repensado em um mundo
com IA acessivel. A inteligéncia artificial re-
configura a disponibilidade e o uso da infor-
macdo - e isso impde uma revisio sobre o que
e como ensinar. N&o ha respostas prontas,
mas essa ¢ uma discussdo inadiavel.

No livro Educagdo para a era da inteligéncia
artificial, o pesquisador francés Charles Fadel
e demais autores defendem o desenvolvimen-
to de competéncias que ganham ainda mais
relevancia num mundo com IA: pensamento
critico, criatividade, empatia, colaboracdo,
capacidade de resolver problemas complexos.
Sdo atributos profundamente humanos, que
nenhuma maquina ¢ capaz de replicar plenamente - e que se tor-
nam ainda mais valiosos quando convivem com sistemas inteligen-
tes. Essas competéncias estfo alinhadas com as dez competéncias
gerais da Base Nacional Comum Curricular (BNCC), que estabe-
lecem como horizonte o desenvolvimento integral dos estudantes.

A TA nos convida, portanto, a uma renovagio do curriculo que
vé além da insergiio de uma nova disciplina. £ uma oportunidade
de reconstruir o projeto pedagdgico da escola a partir de uma per-
gunta essencial: Que tipo de ser humano queremos formar num
mundo com inteligéncia artificial?

Por um compromisso com a aprendizagem

INTELIGENCIA ARTIFICIAL PODE VIR @ ser uma aliada
poderosa da educacio. Mas, para isso, ¢ preciso mais
do que interesse por inovacdes tecnoldgicas: ¢ neces-
sdrio um compromisso claro com a aprendizagem, a
equidade e os direitos dos estudantes. A IA deve estar a servigo de
um projeto pedagdgico que tenha esses valores como centralidades.
Para que isso acontega, o debate sobre IA na educacdo precisa
ser ampliado e qualificado. Portanto, ¢ fundamental envolver edu-
cadores, pesquisadores, gestores, estudantes e familias na cons-
trucdo de caminhos que facam sentido para os desafios do Brasil.
O pais pode - e deve - participar ativamente da construgio de
respostas proprias para as oportunidades e riscos trazidos pela IA.
A agenda publica sobre o tema precisa avangar com urgéncia.
Cabe ao poder publico liderar esse processo, assumindo alguns
compromissos: estabelecer diretrizes, fomentar pesquisas, regu-
lar o setor, garantir protecdo de dados e criar condi¢des para que
redes e escolas possam fazer escolhas informadas. Também ¢é pa-
pel do Estado induzir o desenvolvimento de solugdes tecnoldgicas
alinhadas as necessidades da educacdo publica - mas sem travar a
iniciativa privada e o terceiro setor, que podem e devem ser aliados
estratégicos na promogdo de inovagdes educacionais. O equilibrio
entre regulacdo e estimulo a inovacdo é essencial para um ecossis-
tema dindmico, plural e comprometido com o interesse publico.
Mais do que nunca, ¢ hora de colocar a educacdo no centro da
transformac@o digital - e a transformacio digital no rumo de uma
educagio mais justa, inclusiva e de qualidade. A inteligéncia artifi-
cial pode contribuir decisivamente para isso. Mas s6 se for guiada
pela inteligéncia humana: aquela que sabe que educar ¢, antes de
tudo, um ato de compromisso com o futuro coletivo. o
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Arte

os algoritmos

Por Rejane Cantoni

DEZ ANOS ATRAS, SERIA DIFICIL ACREDITAR QUE, em 2025, conteudos mentais digitados em
um teclado bastariam para exibir na tela videos com qualidade digna de cinema. Antes, isso
pareceria delirio.

Ferramentas como Veo 3, Runway Gen-3 Alpha e Sora da OpenAlI sdo utilizadas para
transformar ideias em imagens em movimento em questio de segundos. A sensacéo tal-
vez seja similar a daqueles espectadores que, em 28 de dezembro de 1895, assistiram a
primeira demonstragdo publica do cinematdgrafo dos irmaos Auguste e Louis Lumiere,'
no Grand Café, em Paris, e correram para nfo ser atropelados pelo trem que “invadia” a
tela no filme L’Arrivée d’un train en gare de La Ciotat.”

Estamos vivendo um momento semelhante agora?
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O que é arte?

M 2025, ARTE E A EX-

PLORAGAO de uma

estrutura complexa.

Artistas, cientistas,

tecndlogos - eu, vocé, nds -

combinamos praticas artisticas
e cientificas.

Misturamos literatura, dese-

nho, modelagem computacional,

e andlise de dados, bioinformatica,
» performance, simulagdes, ficgio
‘ cientifica, histéria e engenharia.
Uma tarefa complexa, que
envolve resolver quebra-cabecas
mentais, decodificar nossa capa-
cidade de imaginar, aprender e
fazer coisas: expressar, inventar,
brincar, especular, sondar mun-
dos, formular teorias, construir
modelos, realizar simulagdes,
experimentar préticas, interagir
com humanos, com madquinas,

com a realidade.
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Envolve descobrir como per-
cebemos o mundo, como pro-
cessamos informagdes, como
unimos dados néo relacionados,

raciocinamos e inferimos res-
postas ndo explicitas, como che-

—au—

gamos a conclusdes, memoriza-
mos dados e executamos agdes.
Além disso, envolve decodifi-
car o mundo e as leis da Fisica, e
ser capaz de projetar e construir maquinas que expressem ou até
percebam, aprendam, raciocinem, prevejam e planejem agdes em
multiplos horizontes de tempo. Isto ¢, desenvolver, implementar e
operar, por meio de algoritmos, sensores, cameras, realidades vir-
tuais, instalacdes imersivas, inteligéncias artificiais (IAs), robos e
outras tecnologias avancadas.

Pelo propdsito, pela forma de manufatura e pelo impacto que
esse trabalho produz na natureza e no sistema bioquimico huma-
no, historiadores? das artes e das ciéncias referem-se ao resultado
dessas exploracdes como arte e ciéncia.

E o que sdo algoritmos?

LGORITMOS SAO OPERADORES DE LINGUAGEM LOGICA
estruturada que processam informacdes: sequéncias
de instrugdes, conjuntos de regras, codigos, software,
receitas ou passos.

Podem ser implementados e executados tanto por sistemas
analdgicos, como o cérebro e o corpo humano, quanto por sistemas
digitais, como computadores, IAs e robds, ou ainda por sistemas
hibridos em que humanos e mdquinas atuam de forma integrada.

Algoritmos funcionam como meios, ferramentas, colaborado-
res ou, em algumas percepgdes, criadores incipientes. A ideia cen-
tral é: para um estimulo ou conjunto de dados X, a aplicacdo de um
procedimento algoritmico Y levard a resultados que refletem tanto
a légica programada como a visdo do programador, do artista, do
cientista ou da IA.

Foi assim que regras matemdticas originaram padrdes geomé-
tricos na arte islamica.* Regras da perspectiva possibilitaram obras
como A dultima ceia,’ de Leonardo da Vinci. E, hoje, algoritmos de
aprendizado de mdquina - combinando codificacdo preditiva, re-
conhecimento de padrdes e refinamento iterativo — simulam parte
dos processos do cérebro humano ao criar arte e ciéncia.

Ferramentas como DALL-E transformam textos em imagens,
automaticamente; Runway, em videos; o AlphaFold 2 prediz es-
truturas de proteinas;® o Mind-to-Image combina a ressonancia
magnética funcional (fMRI) com inteligéncia artificial para trans-
formar a imaginacdo humana em arte visual.” Outros sistemas con-
seguem expressar tudo o que pode ser formalizado em regras.

O que é tdcito, intuitivo e dificil de verbalizar ndo pode ser algoritmico.®

Quem sio os artistas?

URANTE MINHA FORMAGAO EM JORNALISMO, percebi

que pensava por meio de imagens. Nos anos 1980,

comecei a experimentar com o Super-8, mas logo

encontrei limitagdes técnicas. O filme que rodava na
minha cabega ndo rodava na minha cdmera. Deduzi que me faltava
dominio técnico. Eu precisava estudar cinema, assistir e fazer fil-
mes; estudar maneiras de ver, estudar arte, estudar como funciona
a interface humana, o nosso sistema nervoso central.

Durante a pesquisa, observei que as pinturas de Piet Mondrian
se constitufam de regras algoritmicas; quando arranjadas em or-
dem cronoldgica, sucediam-se logicamente. Foi uma descoberta!
Nio havia internet, nem celular. A pesquisa ocorria na biblioteca da
universidade, e, como penso por imagens, decidi que a melhor ma-
neira de estudar o “algoritmo Mondrian” era retirar os livros da bi-
blioteca, fotografar as obras, revelar os slides, projetar as imagens,
descobrir a ldgica, operar engenharia reversa e revelar seu cédigo.

Funcionou! Comecei a investigar a arquitetura ldgica e a gra-
matica construtiva das imagens e considerei a possibilidade de ani-
ma-las, mas imediatamente reconsiderei. Um filme analdgico, rea-
lizado em formato Super-8, nio satisfaria as condi¢des necessdrias
ao experimento. Com esse equipamento e em pelicula, as linhas
retas de Mondrian ndo seriam t#o retas quanto ele havia imagina-
do. Ou seja, para essa tarefa, era preciso utilizar outro meio.

Em 1984, programei, usando linguagem BASIC,” em um com-
putador PC XT, algumas pinturas de Mondrian e as animei como
keyframes, seguindo a ordem cronoldgica dos trabalhos." O resul-
tado foi extraordindrio! Pela primeira vez, o filme exibido na tela
do computador correspondia ao filme exibido em minha mente.

Esses experimentos me levaram ao doutorado no DESSI
MIRAlab, na Universidade de Genebra, onde equipes multidisci-
plinares desenvolviam filmes em computacéo grafica e aplicativos
na drea da simulagdo. Duas disciplinas fundamentais eram Ldgi-
ca e Linguagem de Programacio LISP," historicamente centrais
para desenvolvimento em IA e para programar senso comum.
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O exercicio de estudar formas de construir
maquinas inteligentes me levou a investigar o
que ¢ inteligéncia humana, como ela funciona,
a pesquisar e aprender mais sobre ndés mesmos.

Humanos

NEUROLOGIA, O ESTUDO DAQUILO
que o sistema nervoso faz> é,
provavelmente, a melhor ferra-
menta cientifica para estudar
como nos funcionamos. O sistema nervoso
esta envolvido em tudo o que nos acontece, do
nascimento a morte. Atos simples, como escovar os dentes ou ler este
texto, até momentos de transcendéncia, saltos, gritos ou ideias bri-
Ihantes, passam pelo cérebro, pela medula espinhal e suas conexdes
com o corpo. E os processamentos bidirecionais, retornos do corpo
a medula espinhal e ao cérebro orquestram tudo. Tudo, em ultima
andlise, se resume a sentir, perceber, emocionar-se, pensar e agir.

O universo ¢ um computador quantico, assumindo o incrivel
modelo de Seth Lloyd: “A vida bioldgica tem tudo a ver com extrair
informagdes significativas de um mar de bits. [...] A vida humana
estd se expandindo em relagfio ao que sempre foi - um exercicio de
aprendizado de maquina”.’

O sistema nervoso sente os eventos fisicos do ambiente por meio
de receptores distribuidos pelo corpo. Olhos, ouvidos, nariz, boca e
pele captam ondas sonoras, fétons de luz e substancias quimicas, e
convertem esses elementos fisicos em sinais que o cérebro pode in-
terpretar. Esses sinais ddo origem a percepgdo, que envolve ateng?o.
Voce s6 se da conta, por exemplo, da sensacdo dos seus dedos to-
cando este texto (ou teclado) quando ¢ convidado a prestar atenggo.

Emogdes e sentimentos agem como orientadores - algo proximo
do conceito de “juizos perceptivos™# discutido por Charles San-
ders Peirce. Eles avaliam o que percebemos e, com base no que
ja conhecemos ou lembramos de experiéncias passadas, ajudam a
formular pensamentos que serdo expressos em agoes.

A excecdo daretina,’s o cérebro humano estd fechado na caixa cra-
niana e ndo acessa o universo diretamente. Para interagir com per-
fumes, sabores, luz, sombras, sons, o calor do sol, toques, interpreta
sinais elétricos e quimicos e constrdi uma realidade virtual interna.

O cérebro ¢ uma maquina de abstragdes. Sua linguagem ¢ abs-
trata. Ele extrai e codifica informagdes significativas de oceanos de
ondas sonoras, fétons de luz e substancias quimicas e cria alucina-
¢des que nos permitem navegar espacos, tempos e compartilhar
significados. E claro que existem regras basicas que aprendemos
- objetos caem para baixo, e ndo para cima -, mas outras regras sio
mais sutis. O que significa esforco, intenc@o, beleza, justica, amor?

O cérebro ndo sabe exatamente o que esta vendo; ele adivinha,
deduz.® E complexo, porque as abstragdes que cada um constréi
podem coincidir com as de outra pessoa - algo que, muitas vezes,
parece quase um milagre.

Nossa interface nio é confiavel, é limitada. A realidade fisica
precisa ser explorada, experimentada. Para isso, desenvolvemos arte,
ciéncia, culturas, entre outras ferramentas que nos possibilitam enten-
der quem somos, como operamos e, para além dos nossos sentidos, per-
mitem expandir nossa interagdo com o universo, de alguma forma.

EM 1895, NINGUEM SE PERGUNTAVA SE O
CINEMATOGRAFO PODERIA EVOLUIR E SE
AUTORREPRODUZIR. ESSA PERSPECTIVA DA IA,
SOMADA A ARTE, LEVANTA UMA QUESTAO MAIOR:
O QUE ACONTECE QUANDO AS FERRAMENTAS
QUE USAMOS PARA CRIAR ARTE PASSAM A
PENSAR, RESPONDER E ATE COLABORAR?

M4dquinas

INTELIGENCIA HUMANA estd ancorada em cérebros

bioldgicos. A inteligéncia artificial reside em cérebros

artificiais. Toda IA interessante que acessamos hoje,

ou com a qual interagimos, funciona assim: cérebros
digitais operando em computadores gigantes. Esse ¢ o modelo
atual. Existem variagdes na arquitetura de hardware e de software,
mas a histéria instrui que a evolugo das tecnologias aponta para o
desenvolvimento de maquinas inteligentes que aprenderdo como
nds e os animais. Sem necessidade de programacio ou supervisiao
externa, essas maquinas poderdo perceber, raciocinar, planejar e
agir impulsionadas por objetivos préprios. Nao ¢ dificil imaginar
que, no futuro, cheguemos a AGI - a inteligéncia geral artificial
-, com maquinas que ensinaremos ou que aprenderdo sozinhas a
ser artistas, performers, ou a realizar qualquer tarefa considerada
exclusiva dos seres humanos.

Quem ¢ o autor? Humanos? IA? Isso importa?

M 1967, NO ICONICO ENSAIO “A morte do autor”, o fi-

l6sofo Roland Barthes argumenta que o autor de um

texto escrito se torna irrelevante para a forma como o

texto sera lido e interpretado: “[...] o escritor moderno
(scriptor) nasce simultaneamente com seu texto; [...] ndo hd outro
tempo além daquele do enunciado, e todo texto é eternamente es-
crito aqui e agora”."”

Barthes questionava a critica literdria tradicional, que privile-
giava a biografia do autor em detrimento do significado da obra,
defendendo que o texto possui vida propria, independentemente
de quem o escreve:

“Sabemos que um texto [...] ¢ um espaco de muitas dimensdes,

no qual se combinam e se confrontam diversos tipos de escrita,

nenhum dos quais ¢ original: o texto ¢ um tecido de citacdes,

A AUTORA

REJANE CANTONI ¢ artista e pesquisadora. Atua na interse-
Gao entre arte, ciéncia e tecnologia. Seu trabalho integra design
multimodal, computacao espacial, |A e processamento de da-
dos em tempo real para criar instalagdes imersivas, interativas
e interfaces dinamicas. Com 30 anos de experiéncia e obras
exibidas em mais de 15 paises, é consultora do Medialab da
Fundagao Ital e membro do conselho da Interplanetary Initia-
tive da Arizona State University.
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resultante das mil fontes da cultura. [...] o escritor sé pode

imitar um gesto eternamente anterior, nunca original; seu

Unico poder é combinar os diferentes tipos de escrita, opor

alguns a outros, de modo a nunca se sustentar apenas por um

deles; se ele quiser se expressar, a0 menos deveria saber que

a ‘coisa’ interna que ele declara ‘traduzir’ é, por si sd, apenas

um diciondrio preexistente cujas palavras s6 podem ser expli-

cadas (definidas) por outras palavras, e assim por diante, ad
infinitum [...]7.

Holll

“Sucedendo ao Autor, o escritor ja ndo carrega em si paixdes,

humores, sentimentos, impressdes, mas sim aquele enorme di-

ciondrio, do qual ele deriva uma escrita que ndo conhece fim

nem pausa: a vida s6 pode imitar o livro, e o préprio livro € ape-
nas um tecido de signos, uma imitacio perdida, infinitamente
remota.”

Barthes poderia ter previsto o que estamos vivendo agora? Ao
trocar “dicionario preexistente” por “banco de dados” e “escritor”
por “ChatGPT”, eu arrepiei:

“Sucedendo ao Autor, o [ChatGPT] j4 ndo carrega em si pai-
x0es, humores, sentimentos, impressdes, mas sim aquele enor-
me [banco de dados], do qual ele deriva uma escrita que nfo
conhece fim nem pausa: a vida sé pode imitar o livro, e o pré6-
prio livro é apenas um tecido de signos, uma imitacio perdida,
infinitamente remota”.

Barthes nfo teve essa ideia sozinho. Em 1905® e 1916, Albert
Einstein demonstrou que o referencial do observador é fundamen-
tal para descrever os fenémenos fisicos. De forma complementar,
Marcel Duchamp aplica essa compreensgo ao propor, em “The cre-
ative act” (1957),> que o espectador cocria o significado da obra de
arte através da interpretaco. E, na sequéncia, Werner Heisenberg,
em Physics and Philosophy (1958),” estabelece que, na mecanica
quantica, o ato de observagdo interfere no fenomeno, tornando o
observador parte integrante da realidade fisica.

De diversas dreas do conhecimento, esses e muitos outros auto-
res contribuiram para a formulacio da ideia-chave que o ensaio “A
morte do autor” representa: na arte, na ciéncia, na realidade fisica, o
observador importa!

Leitor, espectador, interator — todos sdo agentes. A arte ndo ¢
sobre o artista, nem sobre a obra, mas sobre viver uma experiéncia
sensivel e reflexiva do mundo. E um modo de perceber, expressar e
interagir com a realidade. A arte ¢ uma dimens&o do ser que envol-
ve percep¢io humana, processamento cognitivo e mediacgo tec-
nolégica, uma lente pela qual damos forma e sentido a existéncia.

Entre o bem, o mal e o feio!

ARTE PRODUZIDA POR OU COM A AJUDA DE IAs estd cada

vez mais presente no cendrio cultural e, apesar de
controvérsias, frequentemente supera expectativas.

No primeiro leildo online dedicado a arte IA na

Christie’s - o Augmented Intelligence* -, 82% dos lotes foram ar-

rematados, movimentando § 728.784 entre 20 de fevereiro e 5 de

marco de 2025. Dos licitantes, 48% eram Millennials ou da Gerag?o

Z, e 37% estavam estreando como colecionadores na casa de leildes.

Entre as obras leiloadas estavam cria¢cdes de pioneiros da arte

algoritmica,® que remontam a 1966. Machine Hallucinations, de
Refik Anadol, liderou vendas e polémicas, alcancando § 277.200.
Em reacio, cerca de 6.500 artistas assinaram uma carta a favor do
cancelamento do leildo, alegando que os modelos de IA foram trei-
nados com obras protegidas por direitos autorais, sem autorizacgo.
A Christie’s alegou que IA é uma ferramenta de aprimoramento
criativo, e ndo um substituto para a arte humana.*

Pode uma mdquina fazer arte? A discussdo estd longe de se
encerrar. Artistas, criticos de arte* e muitos profissionais de di-
versas dreas temem que a inteligéncia artificial possa, em ultima
instancia, substituir os humanos.

A resposta depende dos critérios adotados para definir o que é
arte. Se a arte ¢ definida por critérios como habilidade, proficién-
cia técnica, capacidade de evocar emocdes, de manipular cédigos
e de operar linguagens, as obras geradas por IA ja atendem e, as
vezes, excedem esses parametros. Isso for¢a uma reavaliacdo das
defini¢des estabelecidas sobre o que constitui arte, provocando
uma mudan¢a da questdo um tanto simplista “Uma mdquina
pode fazer arte?” para perguntas mais relevantes: O que significa
para a arte ser feita por, ou em colaboragdo com, uma maquina? E
como nos, humanos, atribuimos valor e significado a essas criagoes?

Como arte, algoritmos e artistas se relacionam?

IA E, SEM DUVIDA, fundamentalmente diferente das
tecnologias revoluciondrias que nés ja criamos. Em
1895, ninguém se perguntava se o cinematdgrafo e a
maquina a vapor seriam capazes de evoluir e se au-
torreproduzir com o tempo. Essa perspectiva da IA, somada a arte,
levanta uma questdo maior: O que acontece quando as ferramentas
que usamos para criar arte passam a pensar, responder e até colaborar?
Estamos, ainda, em um periodo de experimentac@o, aprendendo
a interagir com as IAs. E um momento histérico em que recorre-
mos as IAs para nos ajudar a desenvolver versdes ainda mais avan-
cadas delas mesmas - buscando, quem sabe, chegar as AGISs, capazes
de nos ajudar a compreender o universo e a viver mais e melhor.
AGIs ainda nio existem, mas a ideia nos possibilita prever o dra-
matico, vasto, incrivel, quase fantastico impacto em todas as areas
da atividade humana. E, naturalmente, a perspectiva de um mundo
coabitado por maquinas tdo ou mais inteligentes que nés nos induz
a perguntar: Como essas tecnologias podem afetar nossas percep-
¢des da realidade?*¢, Como a IA pode contribuir para a criacdo de
mundos virtuais??’, Como serdo esses mundos?; NOs vamos ficar
bem?; Tudo ficara bem?, Qual o potencial positivo da AGI?, Quais
as possibilidades preocupantes da AGI?, Aonde tudo isso nos levara?
Um experimento mental interessante ¢ imaginar todos nds, hu-
manos, expressando — via prompt, audio, video, TikTok, YouTube
- 0 que desejamos que o mundo seja. E pensar em uma IA capaz
de operar com valores fundamentais para a humanidade e o uni-
verso, de forma ética e inclusiva, um grande banco de dados de
mundos ideais. O que aconteceria se, sempre que precisassemos
tomar uma decisdo que afete o coletivo, pudéssemos simular, com
a ajuda dessa IA, qual caminho seguir? Seria ficciio cientifica digna de
Isaac Asimov? Talvez! o

As notas e referéncias deste artigo estao disponiveis na versao digital, em ssir.com.br
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Por Daniella Castro e Gabriella Seiler

COMO INTEGRANTES DA MISSAO ASIA, EM UMA VIAGEM recente a
China para explorar o que o Brasil pode aprender com o “futuro”
nos surpreendemos com os imensos avangos tecnoldgicos: cidades
hiperconectadas, infraestrutura aerovidria impressionante e uma
integracdo entre tecnologia e vida cotidiana que surpreende em
escala e sofisticacdo.

Parte desse “futuro possivel” moderno e eficiente, entretanto,
também nos causava estranheza. Em visita a uma escola inter-
nacional tecnoldgica, acompanhamos uma aula de inglés na qual
cerca de 30 alunos chineses entre 9 e 10 anos de idade, uniformi-
zados e sentados em suas carteiras, pareciam aprender com muita
energia e rapidez. Ainda assim, algo nos inquietava: a disciplina e
precisdo dos movimentos aparentavam ser quase robotizadas. As
criangas permaneciam sentadas com as costas eretas, as mios na
mesma posi¢do, reagindo em unissono aos comandos da professo-
ra: “Olhos nos meus”, “Levantem-se”.

Apesar da impressdo de eficdcia, era dificil conceber, naquele
ambiente, espaco para o improviso, o erro ou a diversidade. Mesmo
diante de algo que claramente funcionava tdo bem, era inevitével
nos perguntarmos se um sistema projetado sob a dtica de padroni-
zagd0 conseguiria, de fato, acolher a criatividade, a pluralidade e o
pensamento critico.

Mais tarde, em conversa com a administracéo da escola, enten-
demos que por tras de toda eficiéncia e disciplina, havia um siste-
ma de ensino que utiliza reconhecimento facial e andlise de mi-
croexpressdes para mensurar, em tempo real, quantas vezes cada
aluno levantava a mao, participava ou desviava a atengo. O diretor
também nos mostrou como conseguia saber a qualquer momento
quais criancas estavam “felizes, sérias, naturais, confusas ou frus-
tradas” - todos esses dados usados para mensurar o sucesso das
aulas e o desempenho dos professores.

Ficou claro que o modelo ¢é altamente eficiente e escalavel, per-
mitindo acesso a educagio para muitas criancas no pais. De acordo
com dados da Unesco, a China vem investindo mais de 4% do Pro-
duto Interno Bruto nacional em educacgdo nos ultimos 11 anos, e
em 2023 a taxa de matricula na educagio pré-escolar atingiu 91,1%."
De 1970 até 2023, 0 numero de inscritos em universidades chinesas
saiu de 0,15% para 75%.> No Brasil, o aumento teve um ritmo mais
lento, de 5% para 60%3 no mesmo periodo.

O que podemos aprender com o modelo chinés de desenvolvi-
mento tecnoldgico, e o que vale a pena fazer diferente? A visido de
futuro que observamos parecia bastante orientada a hipereficién-
cia, a vigilancia e ao controle. Ao mesmo tempo, mostrava grande
capacidade de inclusdo e de inovagio, com tecnologia, infraestru-
tura e servicos publicos bastante integrados. A grande pergunta é:
como planejar um futuro para o Brasil que se inspire na capaci-
dade chinesa de escalar tecnologia e promover incluséo, mas que,
a0 mesmo tempo, preserve e valorize aquilo que nos torna tnicos:
nossa profunda diversidade cultural, genética, geografica e social?
Longe de ser obstdculo, a diversidade é uma vantagem estratégica.
E justamente ela que pode tornar nossas solucdes mais adaptaveis,
humanas e relevantes para o mundo.

A ecologia como inspira¢do

COLOGOS OBSERVAM QUE ECOSSISTEMAS diversos tendem

a ser mais resilientes a perturbagdes. A variedade de

espécies e fungdes ecoldgicas atua como um “seguro”

natural: se uma espécie sucumbe a um evento extremo,
outra com papel similar pode assumir sua fungéo, preservando a
estabilidade do sistema. Por exemplo, florestas tropicais com alta
diversidade de espécies e fun¢des no ecossistema se abalam menos
apos secas ou tempestades, mostrando maior capacidade de adap-
tagdio as mudancas do clima. Em contraste, dreas menos diversas,
como algumas monoculturas, chegam a colapsar quando enfren-
tam estresses ambientais.*

Quanto maior a diversidade de formas de vida e interagdes num
ecossistema, mais robusto e resiliente ele serd frente a mudancas.
Essa licdo da ecologia - de que a diversidade ¢ um pilar de estabi-
lidade e resiliéncia — serve de base para pensarmos outros tipos
de sistemas complexos. E o que acontece quando falta diversida-
de? Em vez de robustez, fragilidade. Isso ¢ especialmente evidente
quando olhamos para os sistemas de inteligéncia artificial (IA).

Assim como um ecossistema empobrecido é mais vulneravel a
colapsos, uma IA construida a partir de uma base de dados limitada
ou enviesada também se torna fragil e propensa a reproduzir distor-
¢des. Por mais sofisticadas que parecam, as inteligéncias artificiais
sdo modelos estatisticos: aprendem padrdes a partir dos dados com
os quais sdo alimentadas. Se esses dados forem enviesados - por
exemplo, com muito mais imagens de cientistas ou doutores ho-
mens -, a IA tenderd a reproduzir e reforcar esses padrdes. Nesse
caso, poderia concluir que homens sio mais aptos a determinada
profissdo. A falta de diversidade nos dados que alimentam os mode-
los pode comprometer a robustez e a confiabilidade desses sistemas.
E os impactos disso podem ser graves, especialmente com as evolu-
¢des da tecnologia, incluindo o uso amplo de Large Language Models
(LLMs), como o ChatGPT, e o desenvolvimento de agentes autono-
mos baseados em IA que comegam a tomar decisdes no nosso lugar.

Estudos recentes confirmam esse risco. Um artigo de 20245
mostrou que LLMs frequentemente geram textos com niveis de
viés superiores aos da linguagem humana, especialmente contra
grupos interseccionais, como mulheres negras, que sdo retratadas
com papéis mais passivos ou subordinados. Outro estudo® reve-
lou que modelos como o GPT mantém associagdes estereotipadas
entre género, pronomes e papéis sociais em todos os idiomas ana-
lisados, refor¢cando padrdes excludentes. Na drea da saude, esses
riscos também se manifestam com consequéncias diretas para a
vida das pessoas. Uma andlise conduzida pela University College
London’ mostrou que algoritmos de IA treinados para prever do-
encas hepdticas a partir de exames de sangue apresentavam viés de
género significativo: os modelos foram duas vezes mais propensos
a ndo detectar a doenca em mulheres do que em homens, com ta-
xas de erro de 44% para mulheres e 23% para homens.® Esses exem-
plos revelam um padrio: quando sistemas sdo pensados a partir
de uma perspectiva enviesada, mesmo que nfo intencional, podem
ndo apenas reproduzir, mas também amplificar desigualdades ja
existentes. E os efeitos da exclusdo recaem quase sempre sobre 0s
mesmos grupos e, com frequéncia, passam despercebidos exata-
mente por quem nunca teve de enfrenta-los.
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Para ilustrar um viés de género bastante corriqueiro: voce ja
reparou como banheiros publicos femininos sio sempre lotados,
enquanto masculinos raramente tém fila? Isso acontece porque, na
maioria dos projetos arquitetonicos, considera-se o mesmo espago
e numero de sanitarios para homens e mulheres, partindo do pres-
suposto de que ambos ocupardo metade do ambiente. Mas por que
o0 espago ¢ igual, se ¢é sabido que mulheres, por razdes fisioldgicas e
praticas, demoram mais? Se voce ja notou esse problema, hd gran-
des chances de ser mulher - porque sente isso na pele. E 0 mesmo
vale para a tecnologia: o time que desenvolve um sistema ¢ diver-
so? Existem pessoas com diferentes vivéncias que possam identifi-
car os pontos cegos e os vieses antes que eles causem danos reais?

A diversidade, seja bioldgica, social ou de experiéncias, ¢ uma
condig¢do essencial para o desenvolvimento de sistemas resilientes,
justos e sustentdveis. Para minimizar os riscos de exclusdes e de-
sigualdades ndo intencionais, ¢ fundamental garantir que os times
envolvidos no desenvolvimento de tecnologias sejam diversos em
termos de género, etnia, orientacdo sexual, caracteristicas cogniti-
vas, localizagio, situacdo e classe social etc. A diversidade também
deve estar presente nas bases de dados que informam a IA, e em
seus potenciais usuarios.

Com a concentracdo do desenvolvimento dos modelos de lin-
guagem (LLMs) mais utilizados em poucos paises e empresas —
como Open AI, Google, Anthropic e Meta —, aumentam os riscos de
perda de diversidade linguistica e cultural no ecossistema digital.
Treinados majoritariamente em inglés e ancorados em visdes de
mundo do Norte Global, esses sistemas que agora estdo no coti-
diano de muitos brasileiros tendem a refletir e reforcar padrdes
homogéneos - negligenciando realidades locais, idiomas minoritd-
rios e contextos sub-representados no mundo digital.

Para comegcar a mudar esse cendrio, precisamos (i) investir em
infraestruturas de dados diversas e governadas de forma responsa-
vel, (ii) promover a diversidade entre os desenvolvedores de tecno-
logia e (iii) fomentar o acesso e alfabetizagio digital critica para a
populagio. Projetar tecnologias a partir de perspectivas tinicas ndo
¢ apenas perigoso, mas ineficiente. Por isso, a pergunta que fica é:
podemos aproveitar um grande diferencial do Brasil e contribuir
para um futuro tecnolégico mais diverso, inclusivo e humano?

A forca da diversidade brasileira

DEBATE GLOBAL SOBRE INTELIGENCIA ARTIFICIAL é fre-
quentemente apresentado como um dilema bindrio
- como no famoso experimento em ética chamado
“dilema do bonde”?® instituicdes sentem-se obriga-
das a escolher entre dois caminhos ruins: adotar rapidamente tec-
nologias de IA, assumindo riscos éticos e sociais, ou evitar seu uso
e, assim, ficar para trds em inovagdo e competitividade. Como des-
tacado em recente artigo da New America Foundation,® essa logica
leva a decisdes reativas e polarizadas, em que instituicdes oscilam
entre a adocdo acritica da IA e a paralisia por medo dos riscos.

No entanto, temos a oportunidade de pensar um terceiro cami-
nho que vd além dessa dicotomia. Com sua rica diversidade cultu-
ral, social e ecoldgica, o Brasil (e o mundo) pode escolher a via do
desenvolvimento de ferramentas de IA que sejam mais inclusivas

e alinhadas com os contextos e necessidades locais. Essa escolha,

em vez de ser um atraso, pode representar uma vantagem compe-
titiva na corrida global pela IA: ao priorizar diversidade e inclusdo,
oferece solu¢des mais robustas e adaptaveis aos nossos desafios.

E natural sentirmos medo diante de todos os desafios que a IA
nos traz. Redugio de empregos, erosdo de privacidade, impactos na
cognicdo e amplificagiio de vieses sdo preocupacdes reais e que ne-
cessitam enfrentamento premente. No entanto, também ha espaco
para entusiasmo. A IA oferece muitas possibilidades de melhoria,
com exemplos concretos de uso ético e transformador no Brasil,
que ndo apenas consome, mas também ja propde tecnologia ino-
vadora e orientada por nossos maiores diferenciais competitivos.

Na drea de meio ambiente, a startup Bioverse esta utilizando IA,
imagens de satélite e drones para desenvolver solugdes de monito-
ramento ambiental e mapeamento da biodiversidade em florestas
tropicais, contribuindo para esforcos de empresas parceiras (como
a Natura)'® na otimizago da conservagio da biodiversidade, recupe-
racdo de dreas degradadas e monitoramento de estoques de carbono.
Como outro exemplo adaptado ao contexto brasileiro, a climatech
umgrauemeio foi pioneira em desenvolver um sistema de IA inova-
dor para deteccgo e resposta rdpida a incéndios florestais, um pro-
blema global que tem se intensificado nos tltimos anos.”

Ja na saude, o Brasil tem um grande diferencial competitivo - é
um dos paises mais geneticamente diversos do mundo,* o que nos
torna especialmente bem posicionados para o desenvolvimento de
tecnologias de saide mais representativas e generalizdveis. Isso
significa que modelos de IA e firmacos desenvolvidos com dados
da populagio brasileira tém maior chance de funcionar em dife-
rentes contextos globais do que os importados funcionarem aqui.

Usando essa potencialidade a seu favor, a startup Huna, da qual
uma das autoras ¢ cofundadora, reuniu a maior base de hemogramas
rotulados para cancer de mama ja publicada,® com dados de diferen-
tes regides brasileiras e sistemas de saide. Com esses dados, desen-
volveu um modelo de IA capaz de identificar mulheres com maior ris-
co de desenvolver a doenca, priorizando seu acesso @ mamografia. A
solugiio estd sendo implementada no Sistema Unico de Satide (SUS)
e em planos privados — um exemplo concreto de como a IA pode
reduzir desigualdades e gerar impacto real. Agora, com resultados
promissores no Brasil, a startup se prepara para iniciar um processo
de internacionalizagdo, de modo a ampliar o alcance da tecnologia
e poder beneficiar outras populagdes diversas ao redor do mundo.

A inteligéncia artificial j4 estd moldando o presente - com ris-
cos relevantes, mas também com enorme potencial de transforma-
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COM SUA RICA DIVERSIDADE CULTURAL,

SOCIAL E ECOLOGICA, O BRASIL

(E O MUNDO) PODE ESCOLHER A VIA DO
DESENVOLVIMENTO DE FERRAMENTAS
DE IA QUE SEJAM MAIS INCLUSIVAS

E ALINHADAS COM OS CONTEXTOS E

NECESSIDADES LOCAIS

¢do e geragdo de valor. Com mecanismos de governanga adequados
e um olhar mais diverso e estratégico para o desenvolvimento da
tecnologia, a IA pode vir a ser uma aliada inclusive na correcéo de
disparidades histdricas. No Brasil, vemos aplicacdes concretas da
IA ampliando o acesso a saude e a educagio, e apoiando a preser-
vacdo ambiental. Mas para que esses impactos sejam sustentaveis
e escaldveis, ¢ fundamental desenvolver tecnologias alinhadas ao
nosso contexto — com diversidade de dados, experiéncias e perfis
de usudrios, incluindo aqueles historicamente marginalizados.

Abracar a IA com ambigao ndo significa escolher entre eficién-
cia e humanidade. Significa projetar solu¢des que ampliem nossa
experiéncia humana, gerem inclus@o e contribuam para um futuro
mais resiliente. O Brasil tem uma oportunidade tnica de liderar
esse movimento dos paises em desenvolvimento com inovagio re-
levante, ética e globalmente aplicével.

Um futuro digital mais resiliente

BRASIL TEM UMA CONTRIBUIGAO UNICA E POTENTE a

oferecer para a construgiio de um futuro digital mais

inclusivo, diverso e humano. Esse diferencial vem

justamente da nossa enorme diversidade étnico-
-racial, linguistica, ecolégica e cultural - incluindo nossas raizes
culturais plurais, saberes tradicionais e criatividade social. Mais
do que um valor, essa diversidade ¢ também uma oportunidade de
inovagdo, inclusdo e protagonismo internacional.

A medida que a inteligéncia artificial se expande globalmente,
cresce também a percepgio de que sistemas treinados com dados
homogéneos produzem solugdes enviesadas e pouco eficazes em
contextos diversos. Ja modelos construidos a partir da diversidade
tendem a ser mais robustos, adaptaveis e escalaveis.

Nesse cendrio, o Brasil se destaca: além de centros de excelén-
cia cientifica, temos uma das popula¢des mais diversas e um ter-
ritério de complexidade tinica. Desenvolver tecnologias com essa
diversidade de dados e de pontos de vista ¢ uma vantagem compe-
titiva que pode ampliar a capacidade de resolver problemas reais e
mitigar riscos reputacionais e regulatorios.

Ao mesmo tempo, promover a alfabetizacdo digital e criar
infraestruturas publicas de dados interoperaveis ¢ fundamental
para garantir a inovacdo aberta e sustentdvel. Com uma popu-
lacdo mais preparada para interagir com sistemas inteligentes e
com dados mais acessiveis e confidveis, torna-se possivel acele-

rar o desenvolvimento de areas importantes
como a saude, a agricultura e a transic8o ener-
gética e climatica.

Vale lembrar ainda que o pais possui um
diferencial relevante na corrida por uma in-
fraestrutura digital sustentdvel: nossa matriz
energética majoritariamente renovavel permi-
te a instalacdo de data centers verdes, com me-
nor pegada de carbono - uma vantagem em um
cendrio de pressdo regulatéria e demanda por
solucdes sustentaveis.

Em tempos de urgéncia climdtica e geo-
politica, automatiza¢do massiva e aceleraciio
tecnoldgica, parece dificil imaginar uma alter-
nativa melhor do que a escolha bindria entre aceitar os riscos (de
homogeneizagdo cultural, potencializacdo de desigualdades e de-
gradacdo ambiental) ou ficar para trds e sem aproveitar os benefi-
cios dessa revolugio tecnoldgica. Mas é neste momento que mais
precisamos parar para refletir e comecar a trilhar um caminho
melhor, que direcione a tecnologia para a vida, alavanque nossos
maiores diferenciais estratégicos e alinhe inovacgo tecnoldgica de
ponta e sustentabilidade planetdria. o
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A INTELIGENCIA ARTIFICIAL (IA) JA SE APRESENTA como uma das
tecnologias mais influentes do nosso tempo. Para além da inovagdo
técnica, ela pode se tornar uma alavanca estratégica para a sociedade
civil enfrentar desafios como desigualdade social, mudangas clim4ti-
cas, exclusdo educacional e acesso a justica.

Pela nossa experiéncia no campo social, sabemos que novas tec-
nologias — como foi com a internet, os dados em nuvem ou os apli-
cativos de gestdo — quase nunca chegam acompanhadas de tempo ou
opgio. A IA ndo serd diferente. A pergunta ndo ¢ se vamos usa-la ou
n#o, mas como, com quais valores e para qué. O ideal seria ter esco-
lha plena sobre os rumos dessa transicdo, mas isso ¢ cada vez mais
utépico. O momento de agir ¢ agora.

Quando aplicada com ética, diversidade e responsabilidade, a IA
pode amplificar causas publicas, processar grandes volumes de dados
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de transformacao social

ou mais uma fronteira
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das organizacoes da
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e transformar informagdes complexas em conhecimento acessivel e
aciondvel - em multiplas linguas, formatos e territdrios. Essa capaci-
dade permite apoiar o mapeamento de dados das desigualdades, an-
tecipar tendéncias e fortalecer a atuaggio das organizacdes em escala.

Ainda assim, esse potencial segue distante da realidade de grande
parte das 622 mil organizagdes da sociedade civil (OSCs) brasileiras
ativas, segundo o IPEA, limitadas por barreiras de infraestrutura, for-
mag?o, repertorio e exigéncias regulatorias, muitas vezes incompati-
veis com sua capacidade técnica e or¢amentdria - como os altos cus-
tos de conformidade com a Lei Geral de Protecio de Dados Pessoais
(LGPD). Precisamos agir para que a IA nfio se torne mais uma fronteira
de exclusdo, aumentando o abismo entre grandes institutos e organi-
zacOes comunitdrias, entre centros urbanos e periferias, entre quem
define os usos da tecnologia e quem lida com suas consequéncias.
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Estamos diante de uma oportunidade rara de integrar a IA como
catalisadora de novas formas de atuacfio social. Num esforco colabo-
rativo entre multiatores e entre setores, é possivel conectar o conhe-
cimento acumulado das OSCs aos saberes territoriais, redesenhar
solugdes, ampliar vozes e democratizar o acesso ao que antes era
restrito — desde que o uso da IA esteja ancorado em responsabilida-
de, justica e inclusdo.

Esses caminhos j4 comecam a emergir. No Brasil, 0 MapBiomas
utiliza IA para identificar desmatamento ilegal e acionar mecanismos
de justi¢a ambiental. Outro exemplo nacional é a Letrus, um progra-
ma de desenvolvimento da escrita e da leitura com apoio de inteli-
géncia artificial, focado em aprendizado e em reduzir drasticamente
o déficit de letramento. A organizacgo indiana Agami aplica IA para
facilitar o acesso a justiga por meio de linguagem natural, enquanto a
plataforma Apurva.ai, também da India, analisa milhares de relatos e
pesquisas comunitarias para oferecer insights baseados em sabedoria
coletiva, permitindo decisdes mais conectadas a realidade dos territo-
rios. Ja o Project ECHO, nos Estados Unidos, demonstra como esca-
lar conhecimento médico para areas remotas. Tais exemplos sdo ini-
ciativas ainda pontuais, mas que sinalizam possibilidades reais de uso
publico e transformador da IA em diferentes causas no campo social.

A transformacio, no entanto, exigird mais do que ferramentas. Ela
depende de coalizdes, projetos colaborativos e multissetoriais que
valorizem o papel estratégico da sociedade civil, com seus repertdrios
sobre mudanca social, sua experiéncia em diversidade e sua capaci-
dade de construir governangas coletivas. Para isso, seréo necessdrios
investimentos em infraestrutura, programas de formacfo contex-
tualizada, acesso a dados publicos confidveis e aliancas entre OSCs,
empresas de tecnologia, governos, universidades e redes globais.

Hoje, assistimos a uma desconexdo: de um lado, especialistas dis-
cutem riscos, vieses e implicacGes éticas; de outro, atores buscam
acelerar solugdes para problemas complexos. Precisamos desses
dois mundos juntos, criando principios éticos que sejam técnica e
politicamente efetivos — e capazes de responder as necessidades
concretas das comunidades mais vulneraveis.

Perder essa janela de oportunidade significaria nio apenas atra-
sar a inovagio, mas permitir que ela seja moldada sem a presenca da
sociedade civil. E, como aprendemos em outras agendas, isso tem
custos profundos e duradouros.

Exclusdes e barreiras na adogio da IA

PESAR DO POTENCIAL DA IA para qualificar respostas a
desafios sociais, sua adocdo pelo terceiro setor ainda é
marginal. A seguir, reunimos dez barreiras estruturantes
que ajudam a explicar essa defasagem - e que precisam
ser enfrentadas com urgéncia para que a IA contribua de fato com a
redug?o de desigualdades e com o aumento do acesso a direitos.

1. Baixa capacitagdo técnica e desigualdades interseccionais | A
maioria das organizacdes brasileiras ainda néo dispde de repertdrio
técnico para aplicar IA com autonomia. A pesquisa mais recente con-
duzida pela SabIAr, em parceria com o Instituto Beja e o Centro de
Estudos em Administra¢io Publica e Governo da Escola de Adminis-
tracio de Empresas de S&o Paulo da Fundacio Getulio Vargas (CEA-
PG/FGV EAESP), com 414 atores do campo social brasileiro, reforca
a urgeéncia dessa agenda e mostra que 42% das liderancas apontam

a falta de capacitagfio como principal entrave, sobretudo em movi-
mentos periféricos e coletivos de base. Globalmente, o Google.org
confirma o padréo: 40% das ONGs relatam que ninguém nas equipes
estd treinado em IA.

2. Infraestrutura digital precdria | Conexdes instaveis, equipa-
mentos obsoletos e auséncia de sistemas em nuvem ainda s&o reali-
dade para grande parte da populagio brasileira, sobretudo em regides
rurais e entre pessoas negras, mulheres e das classes D e E. Segundo
a TIC Domicilios de 2024, 60% das pessoas acessam a internet exclu-
sivamente pelo celular, chegando a 82% nas 4reas rurais. Apenas um
em cada cinco brasileiros tem conectividade considerada satisfatoria,
com as piores condi¢des nas regides Norte e Nordeste.

Esse cendrio torna invidvel a adocgio de ferramentas que depen-
dem de interoperabilidade, coleta e analise de dados, uso de nuvem
ou seguranca informacional - especialmente entre organizacdes de
base. Falta acesso a plataformas acessiveis, apoio técnico contextuali-
zado e incentivos publicos para o uso de solugdes open source integra-
veis a uma infraestrutura digital publica e inclusiva.

3. Fragilidade da infraestrutura publica digital | Embora o pais
tenha avancado com o gov.br e o Pix, ainda faltam servi¢os multilin-
gues, interoperabilidade entre entes federativos, intercambio seguro
de dados e ateng?o a populacdes marginalizadas, migrantes, indige-
nas, pessoas ndo documentadas e falantes de outras linguas. Sem
uma infraestrutura digital equitativa, o uso da IA em politicas sociais
tende a reforgar desigualdades existentes.

4. Financiamento limitado e aversdo ao risco | O modelo de finan-
ciamento ainda prioriza entregas rapidas e mensuraveis, inibindo ex-
perimentagdes com tecnologias emergentes. Poucas fundagdes man-
tém linhas regulares de apoio a inovagdo institucional e programdtica
com IA, em especial aquelas com doagdes flexiveis e plurianuais - es-
senciais ao desenvolvimento tecnoldgico. Faltam também recursos
paraformacio, infraestruturae solugdes compartilhadas por multiplas
OSCs. O Plano Brasileiro de IA (PBIA), embora preveja R§ 23 bilhdes
até 2028, ainda carece de diretrizes especificas para a sociedade civil.

5. Regulagdo excludente e invisibilidade institucional da socieda-
de civil | A formulacio das normas e diretrizes de uso ético da IA
segue distante das organizacdes sociais. Marcos legais como a LGPD
sdo dificeis de aplicar sem suporte técnico ou formacio especifica, a
despeito de diversas iniciativas da propria sociedade civil para des-
mistifica-los. O risco ¢ que legislagdes sejam desenhadas sem sen-
sibilidade ao contexto brasileiro de exclusdo e diversidade - e que
continuem tratando a sociedade civil como usuaria periférica, e ndo
como agente regulador legitimo.

6. Falta de diversidade nos ciclos de desenvolvimento da IA |
Os ciclos de desenvolvimento da inteligéncia artificial - do design
a0 uso - seguem amplamente dominados por grandes empresas de
tecnologia, centros académicos e drgios publicos concentrados nas
regides mais ricas do Brasil e do mundo. Essa concentracio resulta
em modelos de IA que ndo refletem a pluralidade de contextos so-
ciais, culturais e territoriais existentes. Populacdes negras, indige-
nas, quilombolas, LGBTQIA+, periféricas, bem como organizagGes
comunitdrias e de base, seguem majoritariamente ausentes dos pro-
cessos que definem quais dados alimentam os sistemas, o que sera
automatizado, para quem e com qual finalidade.

7. Assimetria de linguagem, repertorio e tempos entre os campos
técnico e social | Muitos dos cddigos, 16gicas e jargdes que estruturam
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o desenvolvimento de IA sdo incompreensiveis — ou
francamente hostis - para organiza¢des do campo
social e ambiental. As diferencas de vocabuldrio, velo-
cidade, modos de pensar e formas de validar conheci-
mento dificultam a construcgo de projetos conjuntos,
mesmo quando hd vontade politica e interesse mutuo.

8. Colaboragdo multissetorial fragmentada | So-
lugdes com sentido publico demandam ecossiste-
mas de confianca, linguagem comum e espacos de
codesign entre técnicos, ativistas, académicos, fi-
nanciadores, governos, empresas e organizacdes da
sociedade civil. Ainda falta articular esses mundos
com valores, intencionalidade, visdo compartilhada
e uma coordenacdo efetiva de esforcos.

9. Auséncia de exemplos concretos e inspiradores | A 1A ainda
¢ percebida por muitas organizagdes como distante ou restrita a
automacdo administrativa. Poucos projetos sio documentados de
forma acessivel e replicavel. Falta uma curadoria compartilhada de
experiéncias que tornem visiveis os usos transformadores da IA em
educacio, saide, justica, meio ambiente ou fortalecimento comuni-
tario, ou usem protocolos abertos.

10. Fadiga institucional e sobrecarga operativa | Grande parte
das organizagdes sociais opera em modo de urgéncia constante, lu-
tando para manter servi¢os basicos diante de crises e cortes. Nesses
contextos, investir tempo, energia e recursos em tecnologias emer-
gentes, ainda que promissoras, soa distante ou até impraticavel. O re-
sultado é uma desconexdo entre inovag#o e sobrevivéncia cotidiana.

Alavancas estratégicas para a transformaco social

APEADOS OS OBSTACULOS QUE LIMITAM a adogdo da

TA no campo social, é hora de olhar para a frente. O

desafio ndo estd apenas em responder ao que falta,

mas em ativar alavancas sistémicas capazes de unir
diferentes setores e reposicionar a sociedade civil como protagonista
no uso e na defini¢do dos rumos da IA.

A seguir, cinco frentes estratégicas de acdo para construir um
ecossistema de inovacgdo social robusto, ético e comprometido
com a justica:

1. Capacitagdo distribuida e repositdrios de conhecimento aber-
to | O campo social nfo pode depender apenas de cursos pontuais
ou formagdes descoladas dos problemas sociais e ambientais com-
plexos e da realidade dos territérios. E urgente construir programas
continuados e contextualizados que combinem conhecimento pro-
fundo dos problemas, fundamentos técnicos com debates éticos,
repertdrio critico e metodologias participativas.

Durante o Google for Brasil 2025, por exemplo, foi anunciado
um investimento de R$ 5 milhdes para capacitar organizacdes so-
ciais brasileiras em IA ao longo de trés anos. A iniciativa, imple-
mentada pelo Instituto para o Desenvolvimento do Investimento
Social (Idis), prevé alcancar até mil organizacdes, sendo 200 com
treinamentos aprofundados, com o objetivo de beneficiar direta-
mente mais de 100 mil pessoas. As formagdes serdo conduzidas pela
SabIAr, com foco em habilidades praticas, reducéo de desigualdades
tecnoldgicas, uso critico e ético e fortalecimento estratégico das or-
ganizagdes da sociedade civil.

A INTELIGENCIA ARTIFICIAL NAO E UM
FUTURO DISTANTE, E A DISPUTA DO
PRESENTE. MAIS DO QUE GARANTIR
ACESSO A TECNOLOGIA, ESTA EM JOGO
A CAPACIDADE DA SOCIEDADE CIVIL DE
SEGUIR IMAGINANDO E REALIZANDO
OUTROS MUNDOS POSSIVEIS

A pesquisa do SabIAr reforca a urgéncia dessa agenda: apenas
10% dos movimentos sociais e coletivos afirmam usar tecnologias
avangadas, e a lacuna de conhecimento técnico segue como um dos
principais gargalos do setor. Além disso, revela que a maioria das
organizagdes utiliza IA principalmente em 4reas operacionais como
comunicacio e criacdo de conteido, enquanto aplicagdes mais es-
tratégicas, como captacdo de recursos, gestdo financeira, e sobretu-
do na reimaginacio de solugdes em escala para problemas comple-
x0s, ainda sdo pouco exploradas.

Precisamos nos desapegar das nossas solugdes atuais e, cola-
borativamente, unir esforcos de multiatores para deixar emergir
solucdes disruptivas. Modelos como o do Project ECHO mostram
como ¢ possivel escalar conhecimento respeitando a diversidade lo-
cal, conectando especialistas a multiplos grupos simultaneamente,
com escuta ativa do conhecimento local e produgéo colaborativa
de contetdo que traga essas vozes e suas experiéncias. Mas essas
formacgdes precisam ter uma diversidade de organizagdes dispostas
a colaborar, a aprender e desaprender. Precisam estar articuladas a
um repositério publico nacional, com dados e solucdes open source,
ferramentas testadas, estudos de caso e contetidos em diferentes
idiomas, niveis de letramento digital e formatos acessiveis. Sé assim
novas solugdes para problemas complexos poderdo emergir com
propdsito publico e torna-lo um bem comum.

2. Infraestrutura digital e dados como bens coletivos | A conexdo
a internet, o uso de plataformas seguras e o acesso a dados aber-
tos nfo sdo apenas temas técnicos - sdio precondi¢cdes de cidadania
digital. O Plano Brasileiro de IA prevé R$ 23 bilhdes até 2028 para
infraestrutura e conectividade, mas ainda carece de diretrizes claras
voltadas ao campo social. E preciso assegurar que esses investimen-
tos cheguem também as organizacdes de base.
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Além disso, fomentar o desenvolvimento de modelos de lingua-
gem em portugues, linguas indigenas e variacdes regionais é essencial
para que a IA n#o apenas fale com os territérios, mas seja capaz de
escutd-los. Dados precisam ser tratados como infraestrutura estraté-
gica: coletados com consentimento, protegidos com rigor e mobiliza-
dos para gerar valor publico - ndo apenas eficiéncia privada.

3. Financiamento transformador, néio apenas funcional | Inicia-
tivas com IA demandam recursos para teste, erro, adaptag?o e escala.
Por isso ¢ necessdrio desenhar mecanismos financeiros hibridos -
como fundos de readiness, capital filantrdpico de risco e blended finan-
ce — que sustentem a jornada da inovacio em suas diferentes fases.

Fundac¢des podem atuar como catalisadoras: apoiando desde
diagndsticos até a prova de conceito, promovendo editais que finan-
ciem organizacdes de uma mesma causa e financiando solugdes ope-
racionais compartilhadas (para gestdo, contratacio, captagdo e co-
municacgo). O PBIA, por sua vez, ja prioriza temas como educaggo,
saude, justica e reducéo de desigualdades - todos com forte presenca
da sociedade civil.

O papel do setor privado também é decisivo: nfio apenas com
recursos, mas com know-how técnico, voluntariado especializado e
adaptacio de solugdes comerciais para o campo social.

4. Governanga distribuida e articulagdo politica local e global |
A construgio de uma IA voltada ao bem comum depende da capaci-
dade da sociedade civil de ocupar, influenciar e cocriar os espacos de
definicdio de rumos e de uso da tecnologia - tanto no plano nacional
como internacional.

No Brasil, ¢ fundamental garantir participacio qualificada em
instancias como o Conselho Nacional de Ciéncia e Tecnologia
(CCT), o PBIA e o Comité Nacional de IA (CNIA), com represen-
tantes de coletivos, movimentos sociais e organiza¢des com atua-
¢80 nos territdrios. Para isso, é preciso recursos, formacéo politica,
apoio institucional e tempo dedicado - para que a presenca nesses
féruns va além da escuta e permita decisdes com efetiva influéncia
da diversidade brasileira.

Globalmente, o Brasil precisa ampliar sua presenca e incidén-
cia em iniciativas como: AI for Good (ONU/UIT) (iniciativas de IA
aplicadas aos Objetivos de Desenvolvimento Sustentdvel); Data.org
(uso de dados e IA para impacto social, com foco em capacitacio e fi-
nanciamento); Partnership on AI (articulacdo intersetorial por ética,
transparéncia e equidade); GPAI (parceria intergovernamental com
envolvimento da sociedade civil e especialistas).

A atuaciio em redes globais deve se somar a criacio de hubs regio-
nais e laboratdrios locais de inovacéo, fortalecendo a governanca dis-
tribuida dentro do préprio campo social - com principios éticos co-
criados, estruturas de accountability em rede e protocolos préticos de
uso responsavel da IA. Isso reforca a soberania digital, valoriza saberes
locais e projeta internacionalmente as contribui¢des do Sul Global.

5. Desenvolvimento de tecnologias sociais baseadas em IA com
e para os territérios | Para que a inteligéncia artificial seja de fato
uma aliada das transformacdes sociais, ela precisa ser pensada a
partir dos problemas e contextos dos territorios, e das solugdes ja
construidas pelos mesmos.

Ainda sdo raros os investimentos em tecnologias sociais basea-
das em IA, ou seja, ferramentas desenvolvidas com envolvimento
direto de comunidades, coletivos, redes locais e organizagdes perifé-
ricas. Ao contrdrio do modelo top-down, essas solucdes emergem de

processos de escuta ativa, andlise critica e prototipagem conjunta,
com ateng3o a diversidade cultural, linguistica e territorial.

Exemplos como plataformas de mapeamento comunitdrio com
IA, algoritmos treinados com dados de base para prever riscos so-
cioambientais ou sistemas preditivos para orientar a¢des em satide e
educacio publica j4 demonstram o potencial dessa abordagem. Mas
falta escala, documentac@o acessivel e mecanismos que incentivem
a replicagfio. Apoiar o desenvolvimento dessas solugdes — com edi-
tais especificos, aceleracio técnica, repositdrios publicos e financia-
mento continuo - é investir em soberania tecnolégica, inteligéncia
coletiva e justica digital.

Um chamado a transformacio coletiva

INTELIGENCIA ARTIFICIAL NAO E UM FIM EM SI, mas um

espelho das estruturas e prioridades que escolhemos

alimentar. Seu uso no campo social pode reproduzir

desigualdades ou enfrentd-las. Pode ampliar a eficién-
cia das organizagdes - ou reconfigurar o préprio modo como produ-
zimos, compartilhamos e mobilizamos solugdes publicas.

Ao longo deste texto, defendemos que a IA deve ser compreendida
como uma infraestrutura critica da mudanca social - algo que, quan-
do planejado e apropriado de forma coletiva, pode fortalecer o prota-
gonismo de comunidades, ampliar o acesso a direitos e reposicionar
a sociedade civil como forga articuladora da inovacdo democratica.

Mas para que isso acontega, ¢ preciso romper com a légica de
solugdes isoladas, pilotos pontuais e investimentos fragmentados.
Faltam hoje financiamentos voltados a criagiio de infraestruturas
comuns, coconstruidas por multiplas organizacoes, que respondam
a desafios complexos compartilhados e possam melhorar a vida de
milhares de pessoas e do nosso planeta. Fundagdes, fundos publicos
e empresas podem também - e devem - apoiar o desenvolvimento
de solugdes institucionais de uso coletivo, como plataformas open
source para gestdo financeira, selecio de recursos humanos, capta-
¢do, comunicacgo e avaliacdio de impacto, capazes de elevar o padréo
de atuacdo de centenas de organiza¢des simultaneamente.

Do mesmo modo, é urgente fortalecer intermedidrios e redes
articuladoras que conectem saberes, potencializem boas praticas e
traduzam inovagdes tecnoldgicas para os repertdrios e realidades do
campo social. Essa ¢ a via mais promissora para uma mudanca sis-
témica que reduza desigualdades, em vez de apenas administra-las
com ferramentas novas.

A inteligéncia artificial ndo é um futuro distante, ¢ a disputa do
presente. Mais do que garantir acesso a tecnologia, estd em jogo a
capacidade da sociedade civil de seguir imaginando e realizando ou-
tros mundos possiveis.

O campo social brasileiro ja provou, em muitas travessias, sua
forca de reinvengo. A IA é apenas mais uma — mas decisiva. E, como
toda travessia critica, exige coragem, colaboracio e visdo de futuro.
Néo se trata de seguir a corrente, e sim de reposicionar o leme.

Se o tempo da tecnologia ¢ veloz, o da transformacgo social pede
profundidade, escuta e propésito. E nesse entrelagamento que resi-
de a poténcia de uma IA com sentido puiblico - néo para repetir o que
fazemos, mas para transformar o que precisa ser feito. o

As notas e referéncias deste artigo estao disponiveis na versao digital, em ssir.com.br
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O labirinto da
decisao
algoritmica

Ao operar como instituicoes, algoritmos moldam
escolhas coletivas sem passar pelos filtros
democrdticos tradicionais. Tracam caminhos,
impoem bloqueios, sugerem atalhos e afetam

(e

padroes de decisdo - reorganizando a agdo
humana e politica com regras que ndo foram
debatidas, nem autorizadas. Concebé-los como
instituicoes permite imaginar um movimento em
direcdo a sua democratizacdo, tarefa urgente para
as sociedades que ainda desejam se governar

Por Virgilio Almeida, Ricardo Fabrino
Mendonga e Fernando Filgueiras

HA UMA PREOCUPAGAO CRESCENTE SOBRE A INFLUENCIA que 0s al-
goritmos exercem nas sociedades modernas e as potenciais amea-
¢as que representam para a democracia. Alguns algoritmos sdo
considerados de alto risco, pois tém consequéncias significativas
para avida das pessoas e seus direitos fundamentais. O caso dos al-
goritmos de recomendagio, sistemas projetados para gerar suges-
toes significativas de conteudos ou produtos que podem interessar
um determinado grupo de usudrios, exemplifica bem os potenciais
impactos desses sistemas no nosso dia a dia. Esses sistemas lan-
¢am luz sobre conceitos, produtos e recursos, organizando - os e
criando atalhos cognitivos para aqueles que precisam tomar de-
cisGes. Ao fazé-lo, estruturam ideias, moldam decisdes e influen-

ciam pessoas, criando instancias de tomadas de decisdes e agéncia,
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o que explica por que se tornaram parte essencial dos problemas
contemporaneos, como a difusdo de desinformagdo e de discursos
de 6dio em eleigdes politicas, pandemias e guerras.+*°

Incorporados as plataformas digitais globais, sistemas algorit-
micos tém tensionado a democracia em diversos paises em virtu-
de da desconex@o entre os processos democréticos e o controle
técnico dentro de uma esfera publica cada vez mais governada
por cédigos.” Os sistemas de recomendacio algoritmicos conec-
tam as preferéncias das pessoas as escolhas que elas fazem, de-
terminando qual serd o objeto da atenc@o, da racionalizaciio e da
agéncia dos seres humanos. Em outras palavras, ao recomendar
algo, os sistemas algoritmicos enquadram os objetos de atencdo e
organizam os contextos em que acontecem as a¢des humanas. Se
um contetdo ¢ sugerido por causa de sua capacidade de prender a
atencdo, ndo surpreende que esses sistemas mudem radicalmente
os processos de construgio de conhecimento ao promover conteu-
dos provocativos, falsos e ultrajantes. Algumas questdes funda-
mentais surgem nesse contexto: quais informacdes devem estar
disponiveis sobre o funcionamento desses algoritmos? Como a
sociedade pode lutar para que o desenho dos algoritmos esteja ali-
nhado a principios democréticos? Quais valores democraticos de-
vem ser integrados a criagdo e ao desenvolvimento dos algoritmos,
e quais protocolos podem apoid-los de um ponto de vista politico?

Com base nos conceitos apresentados em Politica dos algorit-
mos: instituicoes e as transformagdes da vida social (com previsdo
de lancamento em setembro de 2025 pela editora Ubu), este ar-
tigo resume alguns dos nossos principais argumentos.s Também
explora a tese de que, assim como outras instituicdes complexas
foram democratizadas ao longo da histéria, ¢ imperativo avaliar
de que modo sistemas algoritmicos podem ser democratizados
a fim de mitigar os riscos que alguns deles representam as socie-
dades modernas.

Algoritmos como institui¢des

S ALGORITMOS NAS SAO APENAS linhas de cédigo no

interior de sistemas. Eles sdo arquiteturas que orga-

nizam sistemas complexos de intera¢des envolven-

do maquinas e humanos. Ao fazer isso, funcionam
como outras instituicdes concebidas como artefatos humanos,
compostas de normas e regras formais e informais relacionadas
a decisdes coletivas que balizam o comportamento de atores em
diversas situagdes. Como outras institui¢des, eles operam em
contextos institucionais de multiplas camadas com graus varia-
dos de complexidade, em estruturas semelhantes a montagens.
Plataformas digitais (ex.: Facebook, Whatsapp, Instagram, Uber,
YouTube, Spotify), por exemplo, podem ser vistas como institui-
¢des amplas englobando institui¢cdes algoritmicas mais restritas,
com estruturas nas quais os contextos de interagdo sio organiza-
dos e o comportamento esperado, roteirizado. A governanga de
sistemas algoritmicos de tomada de decisdo pode ser implemen-
tada em diferentes camadas. Cada uma atua como uma institui-
¢do propria exigindo uma combinacfio especifica de abordagens

adequadas as suas caracteristicas.
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As institui¢des estdo presentes em diversos espagos da socie-
dade. Familias, por exemplo, sdo instituicdes mantidas por re-
gras e papéis atribuidos a cada um de seus membros. Governos
definem regras que estruturam politicas econdmicas complexas
que impactam cidad@os e empresas. Institui¢des politicas como
o sistema eleitoral balizam o comportamento dos eleitores e
moldam escolhas. Institui¢des, embora estdveis, sdo entidades
dindmicas integradas a vida social moldando comportamen-
tos, estratégias e ideias. Muitas vezes surgem de tentativas de
solucionar problemas de agdo coletiva e de estabelecer formas
de tomadas de decisfo. A premissa do conceito de instituicdo
¢ que os seres humanos agem com base em regras socialmente
construidas que ddo sentido as suas a¢des e estruturam relagdes
sociais e agdes coletivas. Em outras palavras, uma instituigdo é,
ao mesmo tempo, um fator de significado e de estruturagio de
relagdes de poder. Como os algoritmos sdo regras incorporadas
a sistemas complexos, eles podem criar significado para a agén-
cia humana. Os sistemas algoritmicos coevoluem com a agéncia
humana em diferentes contextos.

Assim como outras institui¢des, algoritmos sio sistemas cria-
dos por humanos geralmente projetados para tomar decisdes e
resolver problemas. Quando pensamos em algoritmos como ins-
titui¢des, reconhecemos sua capacidade de estruturar o compor-
tamento humano ao influenciar o escopo de nossas escolhas. A
agéncia humana depende de como interpretamos os cddigos de
conduta organizados nas diferentes situa¢des do dia a dia. Os al-
goritmos se tornaram instituicdes emergentes da sociedade con-
temporanea porque organizam esses cédigos de conduta para a
acdo humana em multiplas esferas, publicas e privadas. Ou seja,
os algoritmos tornaram-se institui¢des (ou camadas de configu-
racdes institucionais complexas). Mais da metade dos adultos
dos Estados Unidos (54%), por exemplo, afirma que, a0 menos
ocasionalmente, tem acesso a noticias em plataformas digitais
administradas por sistemas algoritmicos.a Estudos indicam que
a maior parte dos conteudos vistos nas telas de usuarios adultos
ativos do Facebook naquele pais advém de fontes alinhadas as
suas preferéncias.®

No cotidiano, ndo temos consciéncia de como as instituicdes
influenciam o modo como pensamos, agimos, desejamos e, em
ultima instancia, somos. Os algoritmos também representam
relacdes de poder — ndo apenas as relagdes explicitamente hie-
rdrquicas, mas principalmente aquelas manifestas em redes in-
visiveis, sutis e onipresentes que moldam processos de formacao
da subjetividade. Como outras instituicdes, os sistemas algorit-
micos alocam recursos e poder. Muitos paises utilizam sistemas
algoritmicos em decisdes imigratdrias e de asilo, com ferramen-
tas como reconhecimento facial e de fala.

Pensar em algoritmos como institui¢des exige compreender
os valores sociais neles inscritos, a maneira como se interpdem,
e como sdo transformados pela a¢do humana no mundo. Assim
como as institui¢cdes politicas, os algoritmos devem estar relacio-
nados a principios amplos que estruturam a acdo coletiva - princi-
pios que podem variar ao longo do tempo. Os algoritmos nio sdo
cadeias historicas ldgicas, mas registros de relagdes sociais em pa-
droes de tomada de decis@o. Essas inscri¢des tornam-se bastante
visiveis quando os algoritmos, por meio de modelos de inteligéncia

artificial, buscam aprender com o passado para agir no presente e
projetar o futuro. Por exemplo, o debate sobre preconceitos raciais
em softwares de aprendizado da mdquina surge porque esses siste-
mas reproduzem estruturas racistas baseadas em dados racialmen-
te preconceituosos.” Os algoritmos refletem uma estrutura social
baseada em relagdes de poder desiguais, reforcando, assim, formas
estruturais de dominac&o.’

A democratizagdo de institui¢cdes algoritmicas

OMPREENDEMOS OS ALGORITMOS COMO UMA dimen-

sdo central das sociedades contemporaneas e que

vieram para ficar. Ndo ha retorno possivel para um

mundo pré-algoritmico. Contudo, da mesma forma
que outras instituicdes foram democratizadas ao longo do tem-
po, acreditamos que as democracias agora precisam - e depen-
dem - da democratizacgo das institui¢des algoritmicas.

Como instituigdes, os algoritmos exercem influéncia coletiva
na sociedade. Ao ocupar um papel central na tomada de decisdo
coletiva, eles oferecem formas de racionalizar estruturas sociais,
alterar normas decisdrias e reorganizar a existéncia humana. A
integra¢do disseminada dos algoritmos em dreas como dindmicas
de trabalho, processos eleitorais, relacdes interpessoais e esco-
lhas de politicas publicas exemplifica seu impacto transformador
sobre o tecido social, dando origem a uma estrutura politica algo-
ritmica que evolui em conjunto com a agéncia humana.

Ao conceber os sistemas algoritmicos como instituicdes tam-
bém podemos imaginar um movimento em diregio a sua demo-
cratizacdo. Essas instituicdes sdo novas, confusas e opacas, tém
consequéncias ambivalentes e imprevistas, e sdo permeadas por
profundas assimetrias de poder e jogos de influéncia. A conjuntu-
ra critica gerada pela problematizagio publica das consequéncias
politicas dos algoritmos oferece, em muitos casos, uma janela de
oportunidade para promover mudancas - trazendo o design, a
implementacdo e a operacdo dos sistemas algoritmicos para mais
perto dos valores democraticos.

Para fomentar essa transformacfo, propomos duas etapas.
A primeira é o reconhecimento da legitimidade das tomadas de
decisdes algoritmicas. A democratizacdo das instituicSes algo-
ritmicas estd entrelacada com as discussdes sobre a criacdo de
processos legitimos de tomada de decisdo em contextos demo-
craticos. Também ¢ fundamental refletir sobre os valores bdsi-
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OS ALGORITMOS NAS SAO APENAS LINHAS DE
CODIGO NO INTERIOR DE SISTEMAS. ELES SAO
ARQUITETURAS QUE ORGANIZAM SISTEMAS
COMPLEXOS DE INTERACOES ENVOLVENDO
MAQUINAS E HUMANOS. ASSIM COMO OUTRAS
INSTITUICOES, SAO SISTEMAS CRIADOS POR
SERES HUMANOS GERALMENTE PROJETADOS
PARA TOMAR DECISOES E RESOLVER PROBLEMAS

cos essenciais para fomentar institui¢des mais democraticas. A
segunda etapa, por sua vez, ¢ alinhar os algoritmos a principios
democraticos: eles devem ser integrados a dinamicas politicas
orientadas por valores tais como participacdo, igualdade, plura-
lismo, responsabilizacio, debate publico e liberdade.

Embora os sistemas algoritmicos sejam uma peca central da
nossa vida institucional contemporanea, eles carecem dos dois
principais pilares de legitimacio préprios da democracia: auto-
rizagdo e responsabilizacdo. Decisdes tomadas por meio de sis-
temas algoritmicos raramente contam com mecanismos claros
de autorizagio ou de responsabilizagéo. Os algoritmos usufruem
dos beneficios da legitimidade esperados por seus resultados
sem os o6nus inerentes as tomadas de decisdes democrdticas.
Eles moldam contextos interativos e tém consequéncias cole-
tivas profundas sem estarem sujeitos aos testes de autorizacdo
ou aos mecanismos de controle aplicados a outras institui¢des
com implicag¢des politicas em regimes democraticos. Ou seja, a
institucionalizac¢do de sistemas algoritmicos com diferentes im-
pactos publicos raramente satisfaz os critérios de principios e
valores democraticos, ndo havendo procedimentos claros para
sua justificacdo dentro da comunidade politica.

Um caminho para a governanca democratica

EFENDEMOS QUE OS SISTEMAS ALGORITMICOS, quando
inseridos em contextos institucionais, precisam ser
democratizados, mas o significado dessa redemo-
cratizagdo requer mais clareza. No caso dos algo-
ritmos, o principio da responsabilizacdo (accountability) parece
ser a chave para democratizar essas institui¢des. Esse principio
pode demandar novas estratégias de governanca. Os principais
valores democréticos devem fazer parte da estrutura de gover-
nanca para a responsabilizacio democratica dos algoritmos.

A democratizacdo dessas institui¢cdes deve ser pensada como
um horizonte normativo - algo que orienta as praticas e per-
mite criticas continuas as instituicdes existentes. Atualmente,
as democracias estdo passando por processos de transformacéo
entendidos como a erosfo das institui¢des politicas tradicio-
nais e o surgimento de novas formas institucionais. Institui-
¢Oes tradicionais como os sistemas eleitorais e partidarios, sdo
desafiadas e enfraquecidas diariamente. Ao mesmo tempo, as

plataformas de redes sociais, com diferen-
tes algoritmos baseados em inteligéncia ar-
tificial, influenciam a comunicagio politica,
afetando preferéncias humanas, discursos
e orientagdes politicas. Quando se trata de
administrar institui¢des algoritmicas, deve-
mos tirar licdes das institui¢des politicas. E
essencial estabelecer redes de institui¢oes
diversas para supervisionar e regulamentar
essas entidades. A concentragdo de poder
nunca ¢ benéfica e confiar exclusivamente
na autorregulacio ndo ¢ a solu¢fio. Ademais,
a democratizacdo da governanca algoritmica
exige uma participacdo transnacional, reu-
nindo ndo apenas especialistas e governos,
mas uma ampla gama de cidaddos afetados pela ubiquidade de
algoritmos de alto risco em suas vidas cotidianas.

O termo “governanga” comporta varios significados. No con-
texto atual serve como um conceito amplo para descrever todos
os tipos de direcionamento coletivo de questdes sociais. Isso in-
clui formas institucionalizadas de colaboragio entre Estado, so-
ciedade e organizacdes privadas. A governanca colaborativa sur-
ge como resposta as complexidades da sociedade algoritmica e
as desvantagens atribuidas a uma administragio centralizada no
Estado, que incluem falta de flexibilidade, centralizac?o, caréncia
de expertise e regras excessivamente genéricas.>® Ela busca in-
corporar perspectivas ndo governamentais sem se limitar a uma
mera autorregulacio empresarial. Seu objetivo é combinar as
vantagens das organizagdes privadas com a responsabilidade pu-
blica e a legitimidade regulatoria associadas a governanca estatal.

A anilise dos algoritmos como institui¢des permite compre-
ender melhor um mundo em transformac@o em tempos incertos,
permeado por algoritmos e tecnologias digitais. E ajuda a pavi-
mentar um caminho para a governanca democrdtica digital. o

* Este artigo foi originalmente publicado em inglés na Commun. ACM 68, 1 com o titulo
Thinking of Algorithms as Institutions (January 2025), 20-23. https://doi.org/10.1145/3680411
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IA achada

narua

O debate sobre regulacdo da inteligéncia artificial
no Brasil ainda se concentra na contengdo de
riscos, enquanto falta visdo e articulacdo para
tornd-la forca propria de desenvolvimento e
inovagdo social. Mais do que importar solugoes
estrangeiras, € preciso unir diversidade cultural
com ambicdo tecnologica e enfrentar o desafio de
criar tecnologias enraizadas na cultura, na lingua
e nas necessidades reais do pais — e construir uma

IA que seja verdadeiramente brasileira

“A RUA ENCONTRA SEU PROPRIO USO PARA AS COISAS” A frase do
escritor canadense William Gibson virou um mantra entre entu-
siastas da inovagdio aberta. Quando a tecnologia é colocada nas
mios das pessoas, acontece o inesperado: usos criativos emergem,
necessidades locais moldam novas solugdes e inovagdes descen-
tralizadas desafiam paradigmas industriais. E quando o acesso aos
fundamentos da tecnologia - dados, infraestrutura computacio-
nal, modelos de linguagem - esta restrito a grandes corporacdes
concentradas em poucos e poderosos paises?

A inteligéncia artificial (IA) representa justamente esse para-
doxo. E uma promessa de transformagiio econdmica, cultural e
educacional e, a0 mesmo tempo, um risco concreto de aprofun-
damento de desigualdades tecnoldgicas e epistemoldgicas. No
Brasil, a situacio ¢ especialmente critica: sem uma visdo nacional
coesa e com baixa articulacdo entre pesquisa, setor produtivo e
governo, corremos o risco de nos tornarmos, mais uma vez, ape-
nas consumidores da préxima grande onda tecnoldgica - que, vale
dizer, ndo estd vindo; ja chegou.

H4, entretanto, caminhos alternativos. A China, por exemplo,
tem construido um modelo de desenvolvimento de IA baseado em
inovag?o aberta - uma “IA achada na rua”, no melhor sentido da ex-
pressdo. Segundo David Li, diretor do Shenzhen Open Innovation
Lab, boa parte das inovacdes chinesas em IA surgiram porque as
empresas precisavam dessas tecnologias para resolver problemas
reais em setores como varejo, agricultura, educago e industria.

Essas inovacoes sdo viabilizadas por um ecossistema que com-
bina modelos de IA aberta e um ambiente fértil para experimen-

tagdio por pequenas e médias empresas. Durante o 5° Congresso

Por Ronaldo Lemos e Jodo Victor Archegas

Brasileiro de Internet, em maio de 2025, Li citou o caso da pequena
cidade de Yiwu, na qual mais de 300 vendedores passaram a usar
IA para gerar roteiros e traduzir videos de produtos - aumentando
os lucros em 15%. Ja nas zonas rurais, fazendeiros chineses usam
IA generativa para vender direto ao consumidor via livestreams, eli-
minando intermediarios e multiplicando a renda.

No Brasil, a corrida regulatéria parece seguir um caminho in-
verso. O Projeto de Lei 2.338/2023, em discussido no Congresso Na-
cional, ilustra esse desalinhamento. Focado quase exclusivamente
na mitigacdo de riscos, o texto pouco fala sobre como fomentar
a inovagdo aberta em IA. Sem mecanismos de estimulo a produ-
¢80 nacional, ao compartilhamento de dados e a computacdo de
ponta, ficamos dependentes de tecnologias desenvolvidas fora do
pais, com pouca margem para adaptacdo cultural ou educacional.

Tecnodiversidade como bussola

NTES DE DISCUTIRMOS O FUTURO regulatério da IA, é
fundamental nos perguntarmos: que concepgio de
inteligéncia estd embutida nas tecnologias que ten-
tamos regular? Como lembra o filésofo chinés Yuk
Hui, grande parte das narrativas contemporaneas sobre inteligén-
cia artificial se baseiam em uma visdo reducionista de tecnologia
como forg¢a universal, linear e homogénea. Em contraposicdo, Hui
propde o conceito de tecnodiversidade: a ideia de que cada socie-
dade, com sua cultura e histdria, produz uma relacio singular com
a tecnologia, moldada por valores, epistemologias e préticas locais.
Essa perspectiva rompe com a obsessdo ocidental pela singula-
ridade da IA, como a visdo formulada e popularizada pelo futurista
norte-americano Ray Kurzweil em seu livro The singularity is nearer.
A crenga em uma superinteligéncia universal, capaz de substituir to-
das as formas de raciocinio humano, desconsidera a complexidade
do pensamento e reduz a inteligéncia a um problema de processa-
mento computacional. Em vez disso, precisamos ampliar a prépria
ideia de inteligéncia - ou, como sugere Hui, abracar o conceito de
“noodiversidade”: a diversidade das formas de pensar e raciocinar.
Nesse sentido, uma vertente moderna do confucionismo lide-
rada por pensadores como o filésofo chinés Mou Zongsan afirma a
intuicdo como dimensao central da inteligéncia e da moralidade. En-
quanto a filosofia ocidental tende a separar razdo e intuicgo, a tradi-
¢do confuciana propde sua complementaridade, sugerindo que qual-
quer defini¢dio técnica de inteligéncia que ignore essa conexdo estd
inevitavelmente incompleta. Essa tensdo filoséfica ndo é abstrata:
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O DESAFIO DE EQUILIBRAR
INOVACAO COM PROTECAO

O DEBATE SOBRE A INTELIGENCIA ARTIFICIAL no Brasil revela um pafs
dividido entre a urgéncia de mitigar riscos e a necessidade de construir caminhos
préprios. Enquanto o marco legal federal avanca sob forte influéncia europeia,
experiéncias locais, como a pioneira lei de Goids, mostram que ¢ possivel

pensar em inovagdo tecnoldgica genuinamente brasileira. Veja a seguir um breve
panorama da regulacdo da IA no mundo.

O termo “Inteligéncia Artificial” surge nos Estados Unidos, usado pela

primeira vez no Dartmouth Summer Research Project on Artificial Intelligence,
em Hanover, New Hampshire, liderado por John McCarthy.

2000

Altos e baixos: Depois do grande entusiasmo nos anos de 1950 e 1960, e do
“inverno da IA” nas décadas seguintes, a tecnologia retoma forca no inicio dos
anos 2000 com machine learning.

2019

No Japio, a reforma da Lei de Copyright cria excec¢io para analise
computacional e permite uso de obras protegidas para data analysis,
beneficiando IA e machine learning. A prioridade nacional é fomentar o
progresso tecnolégico mesmo diante de tensdes com a industria criativa.

Organizacdo para a Cooperacio e D olvi 0 Ec 0
(OCDE) publica o primeiro conjunto de diretrizes internacionais sobre IA,
adotado por mais de 40 paises. Os principios centrais incluem: crescimento
inclusivo, desenvolvimento sustentével e bem-estar; respeito aos direitos
humanos e aos valores democraticos; transparéncia e explicabilidade

dos sistemas; robustez, seguranca e responsabilidade; governanga com

responsabilizacdo e supervisdo humana.

2021

Reforma amplia uso de obras para treinamento de IA em Singapura,
permitindo o uso de obras protegidas para treinar IA.

2022

Lancamento do ChatGPT, em novembro de 2022, reacende o debate
mundial sobre IA. O modelo desenvolvido pela Open Al populariza a IA
generativa e levanta questdes sobre direitos autorais, uso ético e regulagéo.

2023

Brasil comega a caminhar na direcdo de uma regulacio especifica com
a tramitacio do PL 2.338/2023, no Senado Federal, visando criar um Marco
Regulatério da Inteligéncia Artificial no paifs. O documento ¢ inspirado na Lei
de Inteligéncia Artificial Europeia (EU Al Act), que classifica os sistemas de IA
conforme seus riscos.

Academia Brasileira de Ciéncias publica recomendagdes para IA no
Brasil, destacando a necessidade de fomento a formacdo profissional e de
autonomia tecnoldgica e a criacdo de centros de pesquisa multidisciplinares.

2024

Uniéio Europeia aprova sua Lei de Inteligéncia Artificial (EU Al Act),
o primeiro marco regulatério abrangente do mundo para IA. Ele adota uma
abordagem baseada em riscos, categorizando sistemas de IA em quatro niveis:
risco inaceitavel, alto risco, risco limitado e risco minimo.

Férum Econémico Mundial enfatiza o alinhamento de valores
humanos com a IA, tema relevante para qualquer regulacio.

2025

Em margo, o PL 2.338/2023 chega 2 Camara dos Deputados depois da
aprovacio no Senado em dezembro de 2024. O projeto aguarda analise em
Comissdo Especial.

Em maio, é aprovada a primeira lei estadual de IA do Brasil pelo estado
de Goids, que sanciona a Lei Complementar 205/2025, criando incentivos para
data centers com energia renovavel, estimulos ao software open source, integragéo
da IA ao curriculo escolar, regulagéo a posteriori, com auditabilidade.

ela se manifesta diretamente nas decisdes sobre como as tecnolo-
gias de IA s3o concebidas, treinadas e aplicadas. Modelos de lingua-
gem, por exemplo, carregam pressupostos epistemoldgicos sobre
o que significa raciocinar, compreender, falar, interagir e decidir.

A concentracdo de poder computacional nas mios de poucos
paises agrava o risco de homogeneizagio epistémica baseada em
IA. Estados Unidos e China juntos detém 50% de todos os gran-
des data centers do planeta. Nenhum dos cem maiores clusters de
computagio de alto desempenho estd localizado no Sul Global, e
empresas dos paises dessa porcdo do planeta, incluindo o Brasil,
precisam gastar até US$ 7o milhdes para um tnico ciclo de treina-
mento de trés meses de um modelo de linguagem de grande porte,
aumentando a dependéncia tecnoldgica.

Sem acesso a infraestrutura digital que hoje serve de base para
grandes saltos tecnoldgicos, os paises do Sul Global séo for¢ados a
consumir modelos de IA produzidos em contextos distantes - com
valores, prioridades e linguagens que frequentemente nio fazem
sentido para suas realidades. A tecnodiversidade, assim, se apre-
senta como bussola filoséfica e politica. Ela nos convida a imaginar
outras formas de inteligéncia e, portanto, de tecnologia. Ndo como
um exercicio abstrato, mas como estratégia de desenvolvimento
sensivel a realidade do Brasil, um pais que deve combinar diversi-
dade cultural com ambicio tecnoldgica. Um dos principais desa-
fios, entretanto, € alinhar essa ambi¢io com uma visdo regulatéria
capaz de promover inovagio e nio apenas restringi-la.

Novos horizontes regulatérios

BRASIL ESTA DIANTE DE UMA ENCRUZILHADA regulatoria.

O Projeto de Lei 2.338/2023, que propde um marco le-

gal para a inteligéncia artificial, representa um esforco

legitimo de organizar principios, direitos e obrigacdes

frente ao avanco acelerado dessa tecnologia. No entanto, o texto
atual revela uma limitacgio estrutural: seu enfoque quase exclusivo
na mitigacdo de riscos, com pouca ou nenhuma atengfo a mecanis-
mos de fomento a inovagio, infraestrutura e soberania tecnoldgica.
Trata-se, para usar uma analogia simples, de um carro com
freios de tltima geracdio, mas sem motor. O PL propde sofistica-
dos dispositivos de controle - andlise de risco, avaliacdo de impacto
algoritmico, classificacio por niveis de impactos negativos -, mas
ignora o que permitird que o “carro” da IA brasileira comece a an-
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UMA IA QUE EMERGE DO COTIDIANO, DAS
ESCOLAS PUBLICAS, DOS CENTROS CULTURAIS
PERIFERICOS, DAS UNIVERSIDADES DO INTERIOR
DO PAIS, DAS COOPERATIVAS DE TRABALHO

E DOS POVOS ORIGINARIOS. A POTENCIA DA

“IA ACHADA NA RUA” E SER UMA TECNOLOGIA
APROPRIADA E RECRIADA NAS MARGENS

dar de fato: acesso a poder computacional, dados publicos abertos,
estimulo a pesquisa aplicada, apoio a inovacio aberta e a experi-
mentacio regulatoria.

Essa “visdo de tunel” ¢, em parte, heranca da inspiragio euro-
peia que marcou o processo de construgdo do PL e seus debates
no Congresso Nacional (onde ja foi aprovado pelo Senado e agora
serd discutido na Camara). O modelo do AI Act da Unifio Europeia
tem méritos, especialmente na protecdo de direitos fundamentais,
mas € pouco adaptavel as realidades de paises fora do eixo transa-
tlantico. Felizmente, outras experiéncias internacionais demons-
tram que ¢ possivel equilibrar governanca e inovacio de forma
mais contextualizada.

Um exemplo importante vem da Asia, onde Jap3o e Singapura
adotaram alguns dos regimes mais favordveis do mundo ao treina-
mento de IA a partir de obras protegidas por direitos autorais. Sao
o que especialistas chamam de regimes autorais pré-IA (AI-friendly
copyright regimes), voltados a permitir o uso de material protegi-
do para fins de analise computacional e aprendizado de maquina.

Em Singapura, a emenda de 2021 a lei de direitos autorais intro-
duziu a Secdo 244, que autoriza o uso de obras protegidas para fins
de “andlise de dados computacional” (computational data analysis),
desde que o usudrio tenha acesso legal ao contetdo. Essa excecdo
foi pensada para fortalecer a industria local de IA e viabilizar o trei-
namento de modelos de linguagem alinhados a identidade cultural
e linguistica do pais. No Jap@o, a excecio aparece no artigo 30-4 da
lei de direitos autorais a partir de uma reforma de 2019, que per-
mite o uso de obras para fins que ndo envolvam a fruicdio pessoal
de seu contetido. A politica japonesa sobre IA tem se tornado cada
vez mais explicita nesse sentido, com o Partido Liberal Democrata
compartilhando uma visdo de transformar o Japdo no pais mais
amigavel para a IA (“The Most AI-Friendly Country”), sinalizando
com clareza que a prioridade nacional é fomentar o progresso tec-
nolégico mesmo diante de tensdes com a industria criativa.

Esses exemplos indicam que ha mais de um caminho possivel na
regulagdo da IA. O Brasil pode - e deve - construir o seu, partindo de
sua realidade sociotécnica e de sua enorme diversidade cultural. Um
exemplo promissor nesse sentido ¢ a Lei de IA de Goids aprovada em
maio de 2025, a primeiralegislacio abrangente sobre o temano Brasil.

Alei goiana avanca em duas frentes fundamentais, entre muitas
outras, para romper com a logica de uma IA uniformizada e feita
sob um sé molde:

Desenvolvimento local e tecnodiversidade | O texto reco-
nhece a importancia de fomentar a produgio e uso de IA em con-

sonancia com os interesses locais. Isso repre-
senta uma ruptura com a ideia de que a IA
deve seguir um modelo dnico - geralmente
importado e ajustado tardiamente a realida-
de nacional - e abre espaco para a valoriza-
cdo de modelos alternativos, mais diversos e
proximos das muiltiplas realidades brasileiras.

Integragdo da IA ao sistema de educagdo |
A lei preve “o fomento a formacdo continuada
de professores, com a atualizacdo constante da
IA, da computagdo e dos métodos pedagogicos
inovadores”, bem como a incorporagdo da IA
aos curriculos escolares. H4 também incentivos
a criacdo de polos de pesquisa e desenvolvimento em universida-
des. Trata-se de um modelo que compreende a IA ndo apenas como
objeto de regulacdo, mas como instrumento de transformacio edu-
cacional e inclusdo produtiva.

Ao reconhecer que o Brasil ndo deve apenas importar modelos
prontos, a experiéncia de Goids langa uma provocagdo ao debate na-
cional: é possivel regular para proteger, mas também para criar. Isso
exige uma mudanca de mentalidade: em vez de temer a IA como
ameaca externa que precisa ser contida e aniquilada, é preciso rei-
vindicé-la como ferramenta de construcdo de um futuro com mais
desenvolvimento e inclusgo.

Construgdo de uma IA brasileira

ONSTRUIR UMA IA BRASILEIRA NAO SIGNIFICA, portanto,

replicar em escala nacional os grandes centros com-

putacionais do Vale do Silicio ou seguir a risca as ma-

trizes regulatdrias da Unidio Europeia. Significa, antes,
cultivar ecossistemas locais de criacdo, apropriacio e adaptacdo
tecnoldgica a partir de necessidades concretas e saberes enraiza-
dos. Uma IA que emerge do cotidiano, das escolas publicas, dos cen-
tros culturais periféricos, das universidades do interior do pais, das
cooperativas de trabalho e dos povos origindrios. Essa ¢ a poténcia
da “IA achada na rua”: nio a tecnologia imposta de cima para baixo,
mas apropriada e recriada nas margens.

Esse caminho exige politicas publicas que tratem a IA nio ape-
nas como objeto de regulacdo, mas como instrumento de reinven-
¢do social. Requer infraestrutura computacional acessivel, fomento
a tecnologia aberta, protecdo a diversidade linguistica e cultural e
incentivo a inovagdo em territdrios historicamente excluidos. Uma
1A verdadeiramente brasileira serd, antes de tudo, uma IA relacio-
nal: no hegemonica, mas localizada; ndo disciplinadora, mas cola-
borativa; nio moldada pela l6gica da escassez, mas pela abundancia
de experiéncias e visdes de mundo que o pais tem a oferecer.

O Brasil precisa urgentemente de uma agenda de IA que leve
a sério a pluralidade de caminhos tecnoldgicos e epistemoldgicos
que podem sustentar um futuro digital mais justo. Para isso, como
argumentamos, ¢ preciso olhar para experiéncias internacionais,
rever nossos marcos regulatdrios e imaginar um ecossistema de
IA verdadeiramente brasileiro - feito ndo apenas de grandes atores
corporativos e industriais, mas também de comunidades, educado-
res, artistas e empreendedores que encontram seus proprios usos
para a tecnologia pelas ruas do pais. o
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Tempo,

ciéncia e

Entre pesquisas de ponta,
10VOS CUTSOS € Parcerias com
empresas, as universidades
brasileiras se movem para

a corrida da inteligéncia
artificial. Para transformar
saber acumulado em inovagao
prdtica, formar talentos

e afirmar protagonismo
estratégico na era da IA, a
academia se mobiliza, sabendo
que hesitar pode custar o
lugar na historia

Por Fernanda Ravagnani

AS UNIVERSIDADES BRASILEIRAS ESTAO NO CAMINHO CERTO em rela-
cdo a inteligéncia artificial (TA), mas precisam acelerar para ndo ficar
de vez para tras. Existe muita pesquisa em IA acontecendo dentro
delas, tanto em ciéncia pura como em aplica¢des da tecnologia nos
mais variados campos. Os cursos de graduacgdo em inteligéncia artifi-
cial que estdo sendo criados pretendem suprir a caréncia de recursos
humanos, e o Plano Brasileiro de Inteligéncia Artificial (PBIA), lan-
cado pelo governo federal em 2024, se bem aplicado podera ajudar o
mundo académico a ndo desperdicar a janela de oportunidade na drea.

Esse ¢ o diagndstico de especialistas como Fabio Cozman, que diri-
ge 0 C4AI (Center for Artificial Intelligence), da Universidade de Sdo
Paulo (USP), em parceria com a IBM e a Fundacdo de Amparo a Pes-
quisa do Estado de Sao Paulo (Fapesp). “O Brasil tem uma populagdo
que aceita bem inovagdes tecnoldgicas, drgaos publicos que produzem
dados de qualidade, como a Fiocruz e o IBGE, e uma infraestrutura de
financiamento que ndo ¢ perfeita, mas também néo ¢ ruim”, diz.

Anderson Soares, coordenador cientifico do Centro de Exce-
léncia em Inteligéncia Artificial da Universidade Federal de Goids
(CEIA-UFG) e coordenador do primeiro curso de graduagiio em IA
do pais, concorda. Para ele, no entanto, apesar de o Brasil ndo estar
mal posicionado, ja poderia ter feito mais, ser mais ousado. “Era uma
chance de ultrapassar concorrentes. Tentar fazer isso depois é muito
mais dificil. Se tem uma coisa que a histdria da ciéncia nos ensina é
que timing é tudo em corridas tecnoldgicas.”

Conforme levantamento realizado pela Fapesp, em 2020 o Bra-
sil estava em 12° lugar no ranking mundial de publicacbes cien-
tificas sobre IA, com USP, Universidade Estadual de Campinas
(Unicamp), Universidade Federal de Pernambuco (UFPE) e Uni-
versidade Federal de Minas Gerais (UFMG) na lideranga. “O Brasil
ja era bom tecnicamente”, afirma Teresa Ludermir, da UFPE, refe-
rindo-se ao pessoal que, como ela, faz o que chama de “IA raiz”: era
1990 quando concluiu o doutorado em redes neurais no Imperial
College of Science, na Inglaterra, seguida por outros estudantes
que se transformaram em professores e se juntaram ao nucleo de
IA na universidade, o CIn.Al

Hoje a posicio do Brasil no cendrio da pesquisa em IA caiu um
pouco, até mesmo na formacdo de doutores, ja que o mercado estd
muito aquecido, ressalta Ludermir. Mas o evento cataclismico para a
sociedade leiga que foi a divulgacdo do ChatGPT, no fim de novembro
de 2022, serviu como um chacoalhéo para governo e universidades, e a
atividade que ja existia de forma pulverizada nas universidades ganhou
mais impulso e financiamento. Agora grupos grandes e pequenos, for-
mados por mais de uma instituicgo, estdo conduzindo os estudos de IA
em laboratdrios, centros ou grandes redes.

O leque de ocupagdes da professora Ludermir, que ja poderia es-
tar aposentada, serve como amostra dos trabalhos que estido sendo
desenvolvidos pela academia no campo da inteligéncia artificial. Ela
coordena dois centros na UFPE, um em pesquisa de longo prazo e
outro em ciéncia aplicada; ajudou a elaborar o curso de graduagio em
IA que foi aberto na universidade neste ano; participou das reunides
que resultaram no plano do governo para IA, o PBIA; estd envolvida
em atividades de especializacdo para profissionais de outras dreas;
tem um projeto de letramento digital para alunos de ensino médio;
pensa em levar conhecimento em IA para a populagdo geral e para
idosos; e, ainda, guarda em stand by uma disciplina de IA que poderia
ser oferecida para todos os alunos da UFPE.
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Pesquisa de longo prazo

IAIA, UM DOS CENTROS COORDENADOS por Ludermir,

foi o primeiro Instituto Nacional de Ciéncia e Tec-

nologia (INCT) em inteligéncia artificial. Os INCTs

sdo grandes redes nacionais de pesquisa, com énfa-
se na cooperacdo internacional e voltadas ao desenvolvimento de
projetos de alto impacto cientifico e tecnolégico, financiados pelo
governo federal e mais recentemente com aporte extra de funda-
¢des de apoio a pesquisa estaduais, com abertura para parcerias
com empresas, inclusive as big techs. Esses institutos se dedicam
principalmente a pesquisa académica, de forma multidisciplinar e
envolvendo vdrias instituicdes.

O nome oficial da rede coordenada por Ludermir é Instituto
Nacional de Inteligéncia Artificial, mas a sigla é IAIA - pronuncia-
-se “Iaid”, seguindo o peculiar apreco de pesquisadores em tecno-
logia por siglas simpdticas; basta trocar o “nacional”, que ja estd no
“N” do INCT, por “avancado” para formar a palavra que designava
as meninas, mogas e senhoras de antigamente, talvez uma aluséo a
escassez de mulheres no mundo da tecnologia. A UFPE tem tam-
bém, alias, o PRAIA - Centro de Pesquisa Realmente Aplicada em
Inteligéncia Artificial.

Criado em 2022, o TAIA atua em paralelo com outros centros
de pesquisa aplicada, ocupando-se da parte académica e concei-
tural, e focando na questdo da IA responsavel, ou seja, como os
algoritmos lidam com os principios de imparcialidade, transpa-
réncia e explicabilidade. Funciona em parceria com mais de 25
universidades e, segundo a professora, foi estabelecido contendo
“todos os grandes icones da IA” no pais.

Os INCTs concentram-se também na formacdo de mestres e
doutores, que sdo essenciais néo s para a pesquisa, mas igualmen-
te para a docéncia nos novos cursos de graduacio de inteligéncia
artificial que esto surgindo. Somando todas as dreas, o Brasil tem
hoje 243 INCTs e, na ultima chamada de propostas, cujo resultado
foi divulgado em junho de 2025, 20 menos 30 dos projetos aprova-
dos eram ligados a iniciativas de inteligéncia artificial.

Pesquisa aplicada

ERESA LUDERMIR COORDENA também o Centro de Ex-
celéncia em Inteligéncia Artificial para Seguranca
Cibernética, que é um Centro de Pesquisa Aplicada
(CPA) financiado pela Fapesp junto com o Ministério
da Ciéncia, Tecnologia e Inovacdo (MCTI). Sdo 11 CPAs dedica-
dos a inteligéncia artificial espalhados pelo Brasil. Eles diferem
dos INCTs porque, embora também sejam interdisciplinares e
envolvam mais de uma institui¢do, trabalham com a aplicacdo
prética da IA em um setor especifico e contam com a participacdo
direta de empresas, que investem 50% dos recursos totais. O CPA
de seguranca cibernética (apelidado como Cibele) ¢ conduzido
por duas empresas de seguranca em conjunto com a Embraer.

O primeiro CPA em inteligéncia artificial do pais é o C4AI, co-
ordenado pela USP em parceria com a IBM. Foi criado em 2020
com o proposito de facilitar a comunicagio entre os mais de cem
grupos de pesquisa em IA que jd existiam na universidade paulista,

conforme explica Fabio Cozman, diretor do centro. Por ter sido

pioneiro, anterior a defini¢do do modelo, acabou ficando mais am-
plo que os posteriores, com espago até para a ciéncia bdsica.

A colaboragiio com a IBM se dd na esfera da pesquisa, de um
modo mais indireto do que as iniciativas da Embrapii, a Empresa
Brasileira de Pesquisa e Inovacdo Industrial, que promove a asso-
ciacdo de empresas com grupos de pesquisa para o desenvolvimen-
to de protdtipos, tentando reproduzir na drea da tecnologia o su-
cesso da Empresa Brasileira de Pesquisa Agropecudria (Embrapa).

Entre os focos do C4Al estdo o processamento de lingua natu-
ral para o portugués e o fortalecimento das linguas indigenas brasi-
leiras com IA. “Isso s6 da para fazer aqui no Brasil. Se nao fizermos,
ninguém vai fazer”, diz Cozman. Nessa drea, de acordo com ele, o
advento dos grandes modelos de linguagem pds-ChatGPT deixa-
ram tudo “de cabeca para baixo”. “Existe bastante espaco ainda.
Temos investido em coleta de dados e processamento, anotag?o,
filtragem de dados falados, para por exemplo fazer transcritores
de texto funcionarem melhor em portugués. £ algo que pode be-
neficiar empresas nacionais, porque essas ferramentas erram mais
em portugués que em inglés.” Segundo Cozman, no se trata de s6
ficar buscando modelos de linguagem maiores. Um dos projetos do
grupo ¢ criar ferramentas que avaliem grandes modelos levando
em conta o contexto cultural local.

Como pioneiro, o C4AI originou vérios grupos de pesquisa que
se transformaram em CPAs ou INCTSs em outras areas, como a sad-
de e a agricultura. O financiamento de empresas privadas ¢ muito
importante para que o processo funcione. Cozman da o exemplo de
uma refinaria de petréleo: “N&o hd uma refinaria dentro da univer-
sidade. Ela fica na empresa. Na universidade as pessoas estdo estu-
dando a geologia, novos processos, olhando para o futuro”. Com a
IA ocorre o mesmo. “Estamos tentando desenvolver coisas para o
proximo passo, ferramentas que melhorem o estado da arte atual”,
explica. E isso vai beneficiar as empresas 14 na frente.

Parceria direta com empresas

CONCEITO DAS UNIDADES EMBRAPII é juntar centros
de pesquisa a empresas, oferecendo parte do finan-
ciamento para que a inovagdo acontega. Atualmente
existem no Brasil 92 unidades Embrapii, sendo 45 de-
las diretamente ligadas a universidades, e uma parte significativa
do trabalho universitdrio em IA acontece nesse ambiente, porque
hd grande interesse por parte das companhias e de startups, o que
garante que haja dinheiro. O modelo de financiamento ¢ mais agil,
ja que ndo depende de editais. H4 uma negociagdo direta entre a
empresa e a unidade Embrapii, e os custos sdo divididos entre a
Embrapii, a empresa, a unidade e, no caso de empresas menores,
o Sebrae.
A UFPE também trabalha com o modelo Embrapii, naquele
caso em uma drea mais voltada a tecnologias e sistemas de veicu-
los e transporte.

A AUTORA

FERNANDA RAVAGNANI é jornalista, redatora e tradutora,
com experiéncia em divulgagao cientifica, tecnologia e saude.
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Anisio Lacerda, PhD em inteligéncia
artificial e coordenador de dois projetos
da unidade Embrapii do Departamento de
Ciéncia da Computacdo (DCC) da UFMG
na drea da saude, explica que todo proje-
to Embrapii ¢ coordenado na unidade. O
projeto fica sob encargo de um professor,
que coordena uma equipe de alunos, pes-
soas técnicas, eventualmente gente de
fora da universidade, como consultores,
advogados etc. O objetivo ¢ entregar um
prototipo, que no caso de software acaba
sendo muito préximo de um produto final.
Os alunos, da graduacdio até o pds-dou-
torado, recebem remuneracio, mas nem toda pesquisa resulta em
publicacio, por questdes de confidencialidade. A vantagem para a
universidade ¢ que pesquisadores e professores ganham experiéncia
em um ambiente mais préximo ao do mercado. “As empresas sido be-
neficiadas, e 20 mesmo tempo hd a formacéo de um recurso humano
altamente capacitado com um problema real, ndo s6 de dentro da
universidade”, diz Lacerda.

Um dos projetos em que Lacerda trabalha ¢ relacionado a uma
doenga rara, o tumor estromal gastrintestinal, conhecido pela sigla
em inglés GIST. Como ¢ um cancer que afeta poucas pessoas, o que
limita a possibilidade de fazer testes e estudos, a ideia ¢, pelo mapea-
mento genético, criar uma populacio sintética de gémeos digitais
dos doentes, com caracteristicas proprias dos habitantes do Brasil.
De acordo com o professor, se o experimento tiver sucesso ha o po-
tencial de acelerar o processo como um todo, para fazer interven-
¢Oes nessa populagdo virtual em busca de tratamentos, por exemplo.

Segundo Lacerda, isso significa ter a capacidade, a principio, de
criar uma droga personalizada para cada pessoa. “Com o gémeo digi-
tal dela, serd possivel testar o remédio nesse ambiente sintético em
vez de submeter o doente ao medicamento” sem saber se vai dar cer-
to, afirma. O projeto é uma parceria entre 0 DCC-UFMG e a startup
Aequalis, formada por médicos. Pelo fato de ser uma empresa peque-
na, o Sebrae paga até 70% da parte que caberia a startup investir. Com
isso, o desenvolvimento pode sair com 90% de desconto.

Ele destaca que a Embrapii tem um papel relevante na forma-
¢do de méo de obra especializada em IA, que ¢ o papel da universi-
dade, mas acredita que ainda hd muito espaco para crescer. “Esse
¢ o caminho, porque a inteligéncia artificial ¢ uma tecnologia de
conhecimento muito profundo, e é muito dificil as empresas por si
sOs conseguirem assumir o risco da pesquisa e desenvolvimento.”

O Plano Brasileiro de Inteligéncia Artificial (PBIA) prevé que até
2026 seja estruturada uma Rede Embrapii de Competéncia em IA,
com 25 unidades e centros de competéncia, e a ampliagdio de 15 para
35 no numero de unidades Embrapii habilitadas para projetos em IA.

Assim como Teresa Ludermir, Anisio Lacerda estd envolvido
em mais de uma frente de pesquisa, demonstrando como as va-
rias esferas se entrelacam dentro e fora das institui¢des. O DCC da
UFMG, por exemplo, abriga também o CI-IA-Satude, um Centro de
Pesquisa Aplicada em parceria com a Unimed, do qual Lacerda faz
parte junto com 180 pesquisadores de sete institui¢des, incluindo
a Universidade Federal do Rio Grande do Sul (UFRGS) e a Univer-
sidade Federal do Amazonas (UFAM).

A VANTAGEM DOS PROJETOS EMBRAPII E QUE
PESQUISADORES E PROFESSORES GANHAM
EXPERIENCIA EM UM AMBIENTE MAIS
PROXIMO AO DO MERCADO. AS EMPRESAS

SAO BENEFICIADAS, E AO MESMO TEMPO

HA A FORMACAO DE UM RECURSO HUMANO
ALTAMENTE CAPACITADO COM UM PROBLEMA
REAL, NAO SO DE DENTRO DA UNIVERSIDADE

INICIATIVAS DO PLANO
BRASILEIRO DE INTELIGENCIA
ARTIFICIAL VOLTADAS A
UNIVERSIDADE

VALORES RELATIVOS AO PERIODO DE 2024 A 2028

Criagdo de 4 INCTs (Institutos Nacionais
de Ciéncia e Tecnologia) interdisciplinares
em estudos avanc¢ados em IA

R$ 100 milhdes

Fomento a pesquisa e desenvolvimento em IA,
com editais e iniciativas de financiamento para
projetos multidisciplinares, via Capes e CNPq

R$ 553 milhdes

Abertura de pelo menos 5 mil vagas de
graduacdo em cursos de IA em trés anos, e
disponibilizagdo de 100% das vagas de cursos
em IA e ciéncias de dados no Fies

R$ 183 milhdes

Bolsas de IA para graduacio e pés-graduacéo,
para reter talentos e reduzir a lacuna entre
academia e industria, via Capes e CNPq

R$ 194 milhdes

Bolsas de doutorado em IA no exterior,
para a ampliacdo de parcerias internacionais nas
pesquisas sobre IA, via Capes e CNPq

R$ 152 milhdes
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Novos cursos de graduacgo

OI APROVEITANDO UMA DAS AGOES mais significativas do

PBIA para a universidade, a previsdo da criacio nos

proximos trés anos de pelo menos 5 mil vagas de gra-

duagdio em cursos de inteligéncia artificial, que a UFPE
da professora Teresa Ludermir tirou do papel, em 2025, o plano de
inaugurar o curso de IA no CIn da universidade. Documentos esta-
belecendo diretrizes de um curso desse tipo ja tinham sido escritos
com a ajuda da professora Ludermir para a Sociedade Brasileira de
Computacdo e para a Academia Brasileira de Ciéncias. O PBIA foi
o empurrio que faltava, e o curso de bacharelado em IA foi rapida-
mente estruturado para o inicio do ano letivo.

As disciplinas opcionais serdo ofertadas para alunos de outros
cursos, como ciéncia da computagdo e sistemas de informagdo, e nos
primeiros anos hd uma carga hordria em comum entre eles, o que
permite certa mobilidade. Ludermir explica que fazer IA pressupde
saber um pouco de computagio, de fisica, de calculo. Segundo ela, os
trés ultimos semestres foram pensados para ter apenas disciplinas
eletivas, flexiveis, porque daqui a dois anos e meio, quando a turma
atual chegar 14, as matérias podem ser totalmente novas.

O PLANO BRASILEIRO DE INTELIGENCIA
ARTIFICIAL (PBIA) PRETENDE AUMENTAR

EM 50%, EM CINCO ANOS, O NUMERO DE
FORMANDOS EM CARREIRAS DE STEM
(CIENCIA, TECNOLOGIA, ENGENHARIA E
MATEMATICA). HOJE NO BRASIL APENAS 15%
DOS GRADUANDOS ESTAO NESSAS CARREIRAS

O curso de graduacdo pioneiro em IA ¢ o da Universidade Fe-
deral de Goids (UFG), que ja tem duas turmas formadas, com um
nivel baixissimo de abandono: menos de 5%, o que representa uma
taxa recorde de permanéncia se comparada a qualquer curso da
drea de ciéncias exatas. “Foi uma grande surpresa positiva termos
conseguido atacar o flagelo da evasdo”, diz Anderson Soares, o co-
ordenador do curso.

Soares atribui o sucesso a trés estratégias. A primeira ¢ oferecer
uma carga hordaria reduzida no primeiro semestre, para ajudar na
adaptacgdo dos alunos vindos do ensino médio. A segunda ¢ que as
matérias mais “pesadas”, como calculo 1, sdo ministradas um pou-
co mais adiante no curso, pois o foco inicial ¢ engajar os estudantes
envolvendo-os na resolucdo de problemas reais, no espirito do em-
preendedorismo. E a terceira estratégia ¢ o pagamento de bolsas
aos alunos, em valores acima dos padrdes de bolsas tradicionais de
iniciagdo cientifica, pela participacdo em projetos com a Embrapii.

Os professores, uma vez que também estido envolvidos com os
projetos da unidade Embrapii, tém um conhecimento que ultrapassa
o ambiente de laboratdrio, ressalta Soares. “E ai eles podem dizer
para os alunos: ‘Olha, gente, a empresa sempre vai dizer que tem to-

dos os dados, mas isso nunca é verdade. E a maior mentira que vocés
vdo ouvir na carreira de vocés™.

Por outro lado, é preciso evitar formar o que ele chama de “es-
premedores de modelo”. “A pessoa sabe fazer todas as otimizacdes
de uma técnica de IA, mas acha que o dado cai do céu e nio sabe
identificar problemas em outros campos finalisticos.”

Além da UFG e da UFPE, cursos de graduacio em IA ja foram
criados na Universidade Federal da Paraiba (UFPB), na Universi-
dade Federal do Parana (UFPR), na de Santa Maria (UFSM), além
da Universidade Estadual de Londrina (UEL), da Universidade de
Brasilia (UnB), com inicio em 2026, e na Pontificia Universidade
Catolica do Rio de Janeiro (PUC-Ri0), entre outras instituicdes.

“O PBIA vem justamente para acelerar e fortalecer a tendéncia,
criando um ambiente mais favoravel para a expansdo de vagas e
novos cursos”, afirma Hugo Valadares, diretor do Departamento
de Ciéncia, Tecnologia e Inovacgo Digital da Secretaria de Ciéncia
e Tecnologia para Transformacio Digital do MCTI. De acordo com
Valadares, o ministério vai apoiar, além das federais, as universida-
des estaduais e privadas, com editais, chamadas publicas e apoio
técnico, sempre priorizando qualidade. O objetivo ¢ levar forma-
¢80 em IA a mais regides e perfis de estudantes, democratizando o
acesso a essa drea estratégica.

O PBIA pretende aumentar em 50%, no
prazo de cinco anos, o nimero de formandos
em carreiras de STEM (ciéncia, tecnologia,
engenharia e matemdtica, na sigla em in-
glés). Atualmente, no Brasil, apenas 15% dos
graduandos estdo nessas carreiras. Apesar de
ousado, Valadares considera o objetivo total-
mente possivel. Ele explica que o aumento do
numero de formandos serd decorréncia do in-
vestimento na ampliacdo de vagas, na criacdo
de programas de bolsas e apoio a permanéncia
dos estudantes, modernizacdo dos curriculos
e a aproximacdo dos cursos ao mercado, com
incentivos a projetos praticos. O plano ndo
detalha de que forma ocorrerio esses incentivos, como também
ndo explica como pretende cumprir a meta de fazer com que, nos
mesmos cinco anos, 85% da populacgo brasileira adulta “tenha co-
nhecimento basico sobre IA, seus beneficios e riscos”.

Letramento digital em IA

EVAR CONHECIMENTO SOBRE IA para a sociedade como

um todo € visto pelos pesquisadores como uma respon-

sabilidade automatica da universidade. Teresa Luder-

mir considera esse ponto essencial, e ndo se incomoda
em assumir mais esse papel. Para a professora, o que faz sentido
para a universidade ¢ estruturar e liderar a formacio de divulgado-
res que coloquem a mio na massa para levar conhecimento sobre
IA para a populagio nio s6 para que as pessoas possam conhecer
e usar a IA, mas também para se protegerem de seus efeitos de-
letérios e potencial de enganagiio. Com o beneficio adicional de
atrair futuros profissionais para carreiras cientificas. “Mas ainda
ndo vimos nenhuma chamada em relagfio a acdes de letramento”,
ressalva, referindo-se as metas do PBIA.
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“Outro dia o reitor da UFPE brincou comigo: ‘Quando ¢ mes-
mo que voce vai sugerir uma disciplina de IA para a universidade

p23

toda?’. Eu disse: ‘E s6 dar o sinal verde™, conta ela, sem se intimi-
dar com mais essa iniciativa, que ¢ semelhante a uma disciplina
virtual que estd sendo oferecida pelo Colégio Brasileiro de Altos
Estudos, da Universidade Federal do Rio de Janeiro (UFRJ), em
parceria com a UFMG, a UnB e o Férum Brasileiro de Estudos
Avancados (Fobreav), e a outros projetos ainda incipientes.

E ndo basta a universidade capitanear os esforcos de divul-
gacio cientifica da IA. Cabe a ela também, na pratica, participar
dos debates e das andlises do impacto que essa tecnologia estd
tendo na sociedade. O C4Al, coordenado por Fabio Cozman, da
USP, atua nessa area como parceiro do Observatorio Brasileiro de
Inteligéncia Artificial, criado em 2024 a partir do PBIA. “Procura-
mos coletar dados, levantar politicas publicas, examinar questdes
controversas como o uso de imagens em servigos publicos, de que
forma isso ¢é regulado e controlado, além de analisar decisdes judi-
ciais ligadas a IA”, afirma ele.

IA como ferramenta de educacdo

S ESPECIALISTAS RECONHECEM, NO entanto, que possi-

velmente o aspecto no qual a universidade brasilei-

ra esteja mais defasada diz respeito ao uso da IA no

ensino, para melhorar processos e contribuir para o
aprendizado. “Existe uma preocupag¢fio muito grande, mas tam-
bém tem muita gente testando coisas. D4 para corrigir provas au-
tomaticamente? Da para fazer assisténcia ao aluno? Ainda ndo ha
uma receita finalizada”, diz Cozman. A USP, inclusive, é parceira
do Jameel World Education Lab (J-Wel) do MIT, que vem refletin-
do sobre essas questdes.

Anderson Soares € sincero em rela¢do ao impacto no ensino da
chegada dos grandes modelos de linguagem. “A educac@o est4 las-
cada, em todos os niveis. Muito pouca coisa mudou na educagdo
ao longo dos tltimos séculos, e pela primeira vimos que realmente
precisa mudar.”

A grande dificuldade é como avaliar os alunos, reitera Anisio La-
cerda, da UFMG. “Eles tém acesso a ferramentas que podem, entre
aspas, fazer o trabalho para eles. Mas a0 mesmo tempo nio pode-
mos isol-los da tecnologia. E uma grande tecnologia, é ttil e tem de
ser usada. Esse € o desafio que estamos discutindo todo dia.”

O modelo de avaliagiio para disciplinas de computagio sempre
foi pedir para o aluno gerar um trabalho pratico, um cédigo gran-
de, até para ele ter a sensa¢dio de que realmente fez um programa,
reflete Lacerda. “Mas um LLM consegue codificar, entdo o traba-
lho perde o sentido. Ao mesmo tempo, no entanto, o aluno tem de
saber identificar o que estd errado em um cédigo gerado por um
modelo de linguagem. E um desafio.”

Entre os testes do uso da IA na universidade estd uma tecnologia
que prediz quais alunos tém mais chances de desistir de um curso
de graduacdo - tecnologia que foi desenvolvida pela UFG para o
Ministério da Educaciio (MEC). “Consigo gerar uma lista hoje, di-
zendo: tais alunos vdo abandonar o curso daqui a seis meses. Mas
isso sozinho ndo resolve nada”, diz Soares. A tecnologia tem de estar
aliada a processos, por exemplo, colocar monitores para procurar
proativamente esses alunos, para tentar mudar a situacio, explica.

IA NA UNIVERSIDADE BRASILEIRA

Novos cursos de graduagdo em IA
Laboratérios
Centros interdisciplinares
Centros de pesquisa aplicada
Institutos Nacionais de Ciéncia e Tecnologia
Projetos Embrapii

PAPEIS DA UNIVERSIDADE EM RELACAO A 1A

Produtora de conhecimento: pesquisa de longo prazo

Consultora e parceira de empresas, startups e érgdos
de politica publica: ciéncia aplicada

Observadora: andlise dos impactos da IA na sociedade

Formadora de profissionais em IA: para ensino,
pesquisa académica e mercado

Formadora de profissionais de outras areas em IA:
especializacdo e extensdo

Divulgadora cientifica: levar letramento digital a sociedade
Usuadria: JA em processos administrativos e no ensino

“Vitima”: a chegada dos modelos de linguagem colocou
de cabega para baixo os sistemas de avaliacdo de alunos em
todas as dreas, e € preciso encontrar solucoes

O proéprio PBIA cita algumas a¢des imediatas de aplicacio da IA
na educacio, a ser realizadas pelo Nucleo de Exceléncia de Tecno-
logias Sociais (NEES) da Universidade Federal de Alagoas (Ufal),
entre elas um programa de combate a evasdo na educacdo basica.

“Com o apoio do PBIA, as universidades podem se consoli-
dar como centros de referéncia em IA, ndo s6 formando profis-
sionais, mas também criando solu¢des tecnoldgicas alinhadas as
necessidades do Brasil. Elas podem conectar pesquisa, mercado
e sociedade, ajudando o pais a avancar de forma soberana, inclu-
siva e competitiva”, acrescenta Hugo Valadares, do MCTI. Mas o
sucesso do plano depende da concretizagiio de projetos voltados
para a infraestrutura, como compra de equipamentos e a demo-
cratizagio do acesso a tecnologia.

De acordo com Teresa Ludermir, o PBIA é um esforgo impor-
tante, mas diante das demandas or¢amentarias e dos cortes impos-
tos pelo Congresso pode néo haver recursos novos para o progra-
ma. Para ela, existe a0 menos a prioriza¢dio das iniciativas em IA,
0 que ja ¢ positivo, mas € preciso fazer com que o plano saia do
papel - ou da tela.

Fabio Cozman acredita que é preferivel ter um plano do que
ndo ter. Segundo ele, o PBIA foi elaborado por pessoas competen-
tes que estdo tentando, de fato, fazer a coisa certa, acompanhando
o que existe de melhor no mundo. Ainda assim, “falta muito, e ndo
adianta também querer milagres.” o
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Visao de longo prazo,
A0 NO [

Na China e na Coreia do Sul, a inteligéncia artificial ¢ parte de uma estratégia nacional de

desenvolvimento, com metas compartilhadas entre governo, empresas e universidades. Em missao

internacional, gestores brasileiros observaram como a tecnologia pode ser aliada na construcio
de politicas publicas eficazes, éticas e duradouras. No retorno ao Brasil, o desafio ¢ traduzir
inspiracdo em coordenacdo institucional — e colocar o futuro no horizonte da agdo piiblica

13

Por Fernanda Teixeira Ribeiro
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CHINA, HONG KONG E COREIA DO SUL VEM SE FIRMANDO como refe-
réncia global no uso da inteligéncia artificial (IA) em politicas publicas
voltadas a dreas sensiveis como educacgo e cultura. Com o propdsito
de conhecer in loco essas experiéncias, a Fundagio Itau e a InvestSP
- Agéncia Paulista de Promogdo de Investimentos e Competitivida-
de organizaram a Miss3o Asia - uma imerso presencial para mapear
como escolas, museus, bibliotecas e outros equipamentos educacio-
nais e culturais desses paises estéio incorporando a IA aos seus siste-
mas. A viagem reuniu representantes do governo, fundagdes, organi-
zacOes do terceiro setor, especialistas e artistas brasileiros.

Além das visitas a instituicdes culturais e educacionais, a pro-
gramagcio incluiu encontros com empresas lideres em tecnologia
- como Alibaba, Tencent, ByteDance, Baidu, iFlytek e Naver - e
centros de pesquisa aplicada, entre eles a Korea Digital Education
Frontiers Association (KEFA). O objetivo foi mais do que observar
solucdes técnicas: buscava-se compreender como politicas publicas
orientadas por IA podem gerar inovagdio com impacto social, respei-
tando contextos locais, valores éticos e compromissos com o desen-
volvimento sustentdvel.

Um dos aspectos mais relevantes da viagem, que aconteceu em
novembro de 2024, foi a confluéncia de gestores das dreas de educa-
¢do e cultura - pilares complementares na formacio humana e na
construgdo de politicas publicas de longo prazo. A avaliacio ¢ de Ma-
rilia Marton, secretaria da Cultura, Economia e Industria Criativas
do Estado de Sdo Paulo. Ela destaca ter conhecido iniciativas inspi-
radoras no campo da criatividade, especialmente na China, como o
uso de tecnologias digitais para mapear e integrar bibliotecas, am-
pliando o acesso e dando visibilidade & producgo editorial local.

“Uma das coisas mais legais que vimos foi como eles traba-
Iham a conex&o entre os equipamentos culturais voltados a leitura,
como as bibliotecas”, conta Marton. A constatagio levou-a a tragar
paralelos com o contexto paulista, que dispde do Sistema Estadual
de Bibliotecas Publicas de Sdo Paulo (SisEB), um dos mais antigos
do pais. “Isso ganha ainda mais relevancia agora, num momento
em que discutimos tanto a questdo dos direitos autorais e como
tudo isso pode ser trabalhado de forma conjunta.”

Para Marton, a experiéncia na Asia oferece referéncias concre-
tas para a formulagiio de politicas publicas. Segundo a secretdria,
este ¢ um momento estratégico de revisdo e cria¢do de novos mar-
cos para os equipamentos culturais, incluindo tanto o SisEB como
o Sistema Estadual de Museus (SISEM-SP). A proposta ¢ refletir
sobre como um sistema digital inteligente pode ser desenvolvido e
adaptado as especificidades do contexto paulista. “As experiéncias
internacionais estdo servindo muito de base para a construgéo de
dois chamamentos publicos que o estado de Sdo Paulo deve soltar
nos préximos meses”, anuncia.

Marton também ressalta outras vivéncias significativas duran-
te a missdo, como o emprego de telas interativas em museus para
estimular novas formas de engajamento entre o artista, a obra e
o visitante. “As telas interativas aproximam o publico das obras,
promovendo experiéncias em que o artista ou a propria criacdo
ganham vida. E uma forma de despertar o interesse do publico e
criar novas conexdes com essas produgdes artisticas”, afirma. Um
exemplo especialmente impactante, segundo a secretdria, foi o

Samsung Innovation Museum (SIM), na Coreia do Sul, que com-
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bina inovag#o tecnoldgica com preservacio cultural. A instituicdo
faz uso de recursos digitais para viabilizar a visualizacio em 360°
de pecas delicadas, como pergaminhos histdricos que ndo podem
ser tocados, ampliando o acesso da populacgo a acervos valiosos.
Fabricio Noronha, secretario da Cultura do Espirito Santo, des-
taca a diversidade e a qualidade das experiéncias observadas du-
rante a missdo, com énfase em iniciativas voltadas a digitalizacdo
de acervos e a organizagiio de grandes cole¢des — desde pinturas
e objetos até documentos histdricos -, apoiadas por tecnologias
avangadas. Segundo ele, a visita 8 China reforgcou a compreenso
da cultura como um “ativo estratégico de soberania nacional”. No-
ronha enfatiza a importancia desse ponto, ja que o Brasil ainda ca-
rece de politicas estruturadas de preservacgo. “Foi interessante ver
como a China se preocupa com isso, valorizando a defesa e a pre-
servacio da prépria histdria para as novas geragdes. Eles estéo bas-
tante avancados nesse aspecto, usando tecnologias e inteligéncia

“TECNOLOGIAS NAO SAO SOLUCOES MAGICAS
PARA OS PROBLEMAS DA EDUCACAO - OU

DE QUALQUER OUTRA AREA -, MAS SIM
RECURSOS COMPLEMENTARES, CAPAZES

DE POTENCIALIZAR O TRABALHO SERIO E
COMPROMETIDO QUE JA VEM SENDO FEITO
POR PROFESSORES, GESTORES, SECRETARIOS

E OUTROS PROFISSIONAIS”

artificial para esse fim.” Para Noronha, essas experiéncias inspiram
nio apenas do ponto de vista direto do fazer cultural, mas também
ampliam a perspectiva para um contexto maior: a construcéo de
uma estratégia de desenvolvimento baseada na economia criativa.

Sobre a Coreia do Sul, Fabricio Noronha ressalta o papel estra-
tégico atribuido a cultura como motor de desenvolvimento nacio-
nal, com investimentos significativos na musica, no cinema e nas
industrias ligadas ao entretenimento. “Isso mostra uma pulsgo cul-
tural muito forte. A partir do ponto de vista da nossa matéria-prima
cultural e artistica, também podemos avangar muito nesse campo.”

Marilia Marton também percebe esse movimento. Segundo ela,
a China tem se utilizado muito da inteligéncia artificial para apro-
ximar cultura da populacgo. O pais reconheceu e assumiu o desa-
fio de oferecer acesso a cultura e a educacdo para mais de 1 bilhdo
de habitantes, em um cendrio marcado por fortes desigualdades
regionais, diz. A IA tem sido usada, de acordo com a secretdria,
para “criar capilaridade” em regides onde faltam especialistas e
recursos materiais. Ela estabelece uma analogia com a realidade
brasileira: “E como se, na cidade de S3o Paulo, eu tivesse uma gama
de médicos disponiveis, e quando vou para o sertdo nordestino,
nem todo médico se dispde a ir até 14. Com cultura e educagio é
a mesma coisa. Os grandes equipamentos estdo nos centros das
cidades. Como fazer com que pessoas que estdo longe consigam
ter as mesmas oportunidades se ndo tém o mesmo acesso? Esse é
o grande desafio.”

Parte da eficdcia da experiéncia chinesa esta na forma como
o pais identifica suas limitacdes. “A China reconhece seus pro-
blemas. Quando ela reconhece, ela mensura. E quando mensura,
consegue criar estratégias para enfrenta-los”, diz Marton. Para a
secretdria paulista, o Brasil ainda precisa dar esse passo: enxergar
com clareza os proprios desafios. “ preciso entender quais sio os
nossos problemas, reconhecer esses problemas, mensura-los - e
fazer isso de uma forma que néo os ideologize, porque essas ques-
tdes estdo além das ideologias.”

A continuidade e outros desafios

URANTE A MISSAO ASIATICA, Fabricio Noronha ficou
muito bem impressionado ao constatar como os pai-
ses visitados, em especial a China, conseguem alinhar
diferentes atores em uma mesma direcdo, com um
horizonte claro de desenvolvimento eco-
nomico, social e cientifico. No caso chinés,
trata-se de uma estratégia integrada de de-
senvolvimento que o pais vem conduzindo
ao longo das ultimas décadas, articulando
governo, setor privado e universidades em
torno de um projeto nacional de longo pra-
zo. “Isso passa por um plano de posicionar
talentos nas principais universidades do
mundo, organizar o setor privado em torno
de metas conjuntas e fazer investimentos
em infraestrutura e educagio”, diz Noronha.

Ao refletir sobre a possibilidade de im-
plementar agdes similares na realidade bra-
sileira, Noronha chama atencfio para um
obstaculo persistente: a auséncia de continuidade. “A cada troca de
governo, muitas vezes se espera que tudo recomece, que se mude
o nome das iniciativas, que a roda seja reinventada a cada quatro
anos. Ficamos presos nesse ciclo”, aponta. Ele nio defende que o
Brasil copie modelos externos, mas avalia que hd licées importan-
tes sobre a necessidade de coordenac@o estratégica e de persistén-
cia institucional. Enquanto a China soma pelo menos duas décadas
de construgdio consistente nessa drea, o Brasil possui ativos cul-
turais e criativos inicos no mundo - que, se articulados em uma
estratégia de longo prazo, poderiam garantir ao pais um papel rele-
vante no cendrio global emergente.

Noronha também ressalta especialmente a criatividade como
uma marca distintiva do Brasil: a diversidade cultural, a riqueza
dos territérios e modos de fazer, a for¢a da musica, do cinema e da
linguagem popular. Tudo isso, segundo ele, ja projeta o pais como
“um lugar da invencdo”. “Esse é um superativo. As ferramentas
estdo disponiveis, mas, para funcionarem, precisamos de mentes
criativas por trds delas.”

A experiéncia na Asia inspirou o secretdrio a pensar no que seria
possivel construir no Brasil a partir de um modelo de governanca

A AUTORA

FERNANDA TEIXEIRA RIBEIRO ¢ escritora, jornalista e pes-
quisadora, doutora em ciéncias do desenvolvimento humano.
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PROFESSORES E ALGORITMOS:

O FUTURO DO ENSINO PUBLICO JA COMEGOU

A APLICAGAO DA IA COMO FERRAMENTA FACILITADORA de processos
educacionais ja tem sido colocada em pratica no Brasil. Desde fe-
vereiro de 2025, cerca de 6 milhdes de redagdes de estudantes da
rede estadual de Sdo Paulo foram corrigidas com apoio de IA. A
tecnologia, baseada em uma versdo do ChatGPT, propde corre¢des
automaticas, que os professores podem revisar, complementar e
comentar. “O estudante recebe uma devolutiva e pode aprimorar
sua escrita”, explica Daniel Barros, diretor pedagégico da Secretaria
da Educacio paulista. Essa iniciativa abrange todas as turmas do 6°
ano do ensino fundamental a 32 série do ensino médio.

Além da corregdo de redagdes, o estado tem utilizado IA para a
produgio de tarefas de casa personalizadas. Quando um professor
registra no didrio de classe uma aula especifica - por exemplo, so-
bre a Revolugdo Francesa -, o sistema envia automaticamente ao
estudante uma tarefa relacionada, por meio do aplicativo Sala do
Futuro. Alunos do 8° ano e da 2? série do ensino médio também
recebem questdes discursivas, numa nova proposta da secretaria,
que sdo corrigidas com auxilio da IA.

O secretdrio da Educagio Feder comenta que a corregio de
questdes discursivas nas tarefas e licdes de casa é um desafio re-
corrente. Ele observa que o ganho cognitivo ndo é o mesmo quando
o aluno responde apenas a questdes de multipla escolha. A escrita
exige que o estudante formule ideias, organize o pensamento e se
esforce mais - algo fundamental para sua formacéo. Por outro lado,
corrigir essas respostas demanda muito tempo dos professores - e,
segundo o secretario, esse esforco nem sempre representa o me-
Ihor uso de seu tempo. “O professor agrega mais valor quando esta
ensinando, explicando, estimulando o aluno, interagindo com ele.
Corrigir questdes ¢ uma tarefa mais automadtica, que, se possivel,
deveria ser retirada da rotina do professor. Por isso, estamos pre-
parando a inteligéncia artificial para conseguir corrigir as respostas
dos alunos. Isso jd estd funcionando bem na redag@o, e agora quere-
mos expandir para as questdes abertas das tarefas.”

Outra frente recente de aplicagao da IA tem sido o apoio direto a
atuagio pedagdgica dos professores. De acordo com Daniel Barros,
arede estadual comegou a utilizar IA para gerar listas de exercicios
que preparam os alunos para as avalia¢des padronizadas — provas
aplicadas em larga escala com o objetivo de aferir o desempenho
dos estudantes em relacio aos conteudos curriculares e comparar

estratégica. Um modelo em que o diferencial esteja na capacidade
de desenvolver um ecossistema criativo e regulado, com viséo de
futuro, capaz de aproveitar ao maximo o potencial ja existente. As-
sim, imaginar o futuro do Brasil nesse contexto, segundo Noronha,
exige nfo apenas visdo estratégica, mas também marcos legais bem
definidos. E necessario acreditar nesse potencial e regulament-lo
com politicas que protejam a propriedade intelectual, os direitos
autorais e estabelecam um ambiente de seguranga juridica tanto
para criadores como para investidores. Ele alerta, porém, que a in-
teligéncia artificial, como toda inovac@o, traz riscos importantes
- sobretudo em um cendrio ainda carente de regulamentagfo. “A
auséncia de regulamentacgo no Brasil ¢ uma questo séria. Ainda
carecemos de instrumentos legais que nos protejam em diversas

os resultados entre diferentes escolas e regides. Essas listas véem
acompanhadas de um passo a passo para orientar os professores na
correcdo. Em um exercicio de matematica, por exemplo, em que o
aluno deve identificar qual imagem planificada corresponde a uma
piramide, a IA oferece, além da resposta correta, uma sequéncia de
orientac¢des diddticas para que o professor possa corrigir o aluno de
maneira planejada e eficaz: mostrar os tipos diferentes de piramide
para o estudante, depois explicar o que ¢ uma imagem planificada e
assim por diante. “A gente, o time, produz as questdes e a IA sugere
uma resolucdo com um passo a passo, orientando o professor sobre
como explicar a questdo aos poucos para o estudante. Essa ¢ uma
aplicagdo mais recente que temos feito de inteligéncia artificial e
estamos preparando para o segundo semestre de 2025.”

No Espirito Santo, a adogéo da IA na educagdo puiblica também
tem avancado. “Desde 2019 usamos inteligéncia artificial com fins pe-
dagdgicos, especialmente na corregdo de redacdes, bem antes da po-
pularizacdo do ChatGPT e de outras ferramentas semelhantes”, ex-
plica Vitor de Angelo, secretdrio estadual de Educacio. Ele cita ainda
o uso da tecnologia em processos administrativos — como prestacdo
de contas, conferéncia de documentos e gestdo de editais — e acres-
centa que o estado ja iniciou discussdes para aplicar IA também na
corregdo automatizada de atividades estruturadas. Segundo De An-
gelo, “a expectativa ¢ que esses dados alimentem a producéo de ma-
teriais de reforco, voltados as necessidades especificas dos estudan-
tes, a partir dos resultados que essas avaliacOes indicarem”, afirma.

A formacio docente segue como pega-chave na implementa-
cdo dessas tecnologias. “Capacitamos os consultores pedagégicos
especialistas em lingua portuguesa, que, por sua vez, replicam as
formacdes com os professores em suas diretorias de ensino”, com-
pleta Barros.

Com base nas experiéncias internacionais e nos primeiros passos
dados no Brasil, os gestores acreditam que o uso da IA na educacio
pode contribuir significativamente para personalizar o aprendizado
e apoiar o trabalho dos educadores. O que os exemplos de Sao Paulo
e Espirito Santo comegam a indicar é que, quando bem aplicada, a IA
pode se tornar mais do que uma inovag?o técnica: pode ser uma alia-
da estratégica para recuperar um bem precioso e escasso na escola
publica brasileira — o tempo do professor. E quando o tempo docente
vale mais, a educagio como um todo sé tem a ganhar.

frentes, inclusive no que diz respeito ao direito autoral, que é pro-
fundamente ligado ao fazer artistico.”

Noronha relata ter visitado, por exemplo, experiéncias de uso
da IA na produg@o audiovisual. O que hoje aparece nas plataformas
como ferramentas automdticas para criagdo de videos curtos, afir-
ma, ¢ apenas a ponta do iceberg. “Durante a missdo, vimos empre-
sas que oferecem ferramentas gratuitas para gerar videos de 15 se-
gundos. Mas por tras desses servicos estdo contratos com grandes
produtoras de cinema de diferentes partes do mundo.” Segundo
ele, muitas dessas produtoras estdo redirecionando recursos antes
destinados a construgdo de infraestrutura fisica de filmagem para
o desenvolvimento de produgdes diretamente com plataformas de
TA. “Isso nos aponta para uma realidade em que essas ferramentas
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“CADA VEZ MAIS, VAMOS PRECISAR TER
CULTURA, CRIATIVIDADE, CONHECIMENTO E
VIVENCIA PRA CONSEGUIR CRIAR CONTEUDOS
QUE SEJAM REALMENTE INOVADORES OU
MAIS ROBUSTOS. PORQUE QUEM CONTINUAR
FAZENDO AS MESMAS PERGUNTAS TERA

SEMPRE AS MESMAS RESPOSTAS”

estardio cada vez mais presentes, ndo apenas na criacdo de textos,
como ja vemos com o ChatGPT, mas também em aplicacdes criati-
vas mais amplas, como audio e video.”

IA como apoio, ndo protagonismo

URANTE A MISSAO INTERNACIONAL, 08 gestores brasilei-
ros também conheceram experiéncias de aplicacdo da
inteligéncia artificial a educagdo. Renato Feder, secre-
tario da Educagio do Estado de Sdo Paulo, identificou
um ponto essencial: nas escolas visitadas, a tecnologia exercia um
papel de apoio, e ndo de protagonismo. “Visitamos escolas muito
boas, de alta qualidade, e o foco ndo era na tecnologia. O que vimos
foi o basico bem-feito: boas aulas, professores muito dedicados,
muito compenetrados, alunos também muito comprometidos.”
Segundo ele, chamou atenc@o a forte “cultura de estudo” e a “com-
petitividade” pelo sucesso académico. Embora houvesse aulas de
robdtica e uso pontual de computadores, predominavam salas de
aula convencionais - com carteiras tradicionais e alguns recursos
digitais. N@o se tratava, como talvez se imaginasse, de “escolas do
futuro”, com robds e tecnologias inteligentes por todos os lados.

O contraste ficou ainda mais evidente nas visitas as empresas
de tecnologia. Em gigantes como iFlytek, Alibaba e ByteDance, a
comitiva brasileira teve contato com solugdes avangadas em IA,
como drones e computadores de alto desempenho. Para Feder, sdo
dois campos distintos: de um lado, o setor privado, movido por
consumidores e pela concorréncia, avangando em ritmo acelerado;
de outro, o setor publico, lidando com prioridades diferentes e de-
cisdes mais lentas. “O que vimos nas empresas ainda néo chegou
com a mesma velocidade as salas de aula.”

Daniel Barros, diretor pedagdgico da Secretaria da Educacéo do
Estado de Sdo Paulo, compartilha da mesma visdo. Ele relata que,
durante a missdo, a comitiva conheceu diversas solu¢des que com-
binam robética com um pouco de inteligéncia artificial. Em sua
percepgio, porém, a maioria dessas propostas dizia mais respei-
to a robética do que propriamente a aplicagio de IA na educacéo.
“Nos deparamos com propostas que, sinceramente, soavam como
‘IA pela IA’, ou seja, tecnologia pela tecnologia, sem um propdsito
pedagégico claro.” Barros cita, como exemplo, o uso de quadros
inteligentes: dispositivos nos quais o professor escreve algo e a IA
gera uma imagem correspondente. “A primeira vista, parece algo
supertecnologico, impressionante até. Mas, na pratica, é o tipo
de solucdo muito dificil de implementar em uma rede do tama-

nho da nossa. Exige um investimento alto
em hardware, em software e, além disso,
um investimento robusto em formacgo dos
professores para que saibam de fato usar
aquele dispositivo.” Para o diretor pedagd-
gico paulista, o impacto desse tipo de fer-
ramenta sobre a aprendizagem tende a ser
limitado. “Solugdes que envolvem hardwa-
re caro - sejam robOs complexos, sejam te-
las inteligentes com IA acoplada - parecem
mais uma forma de florear a experiéncia
educacional do que como um investimento
com bom custo-beneficio.”

Por isso Barros destaca que um dos principais aprendizados
da viagem foi observar como as redes publicas asidticas utilizam a
tecnologia para potencializar o trabalho dos professores. “Em Xan-
gai, vimos um esforco grande para construir solugdes com IA que
orientem os docentes sobre que tipo de tarefa ou contetdo aplicar,
de acordo com o nivel dos estudantes”, relata. Iniciativas semelhan-
tes foram vistas na Coreia do Sul, com planos de aula ajustados ao
estdgio de aprendizagem de cada aluno. Essas estratégias, segundo
Barros, dialogam com uma cultura ji consolidada de estudo indivi-
dual nesses paises. “O estudo autonomo pode ser muito aprimorado
com o uso da IA, que permite gerar contetidos e exercicios sob me-
dida, mantendo o aluno em sua zona proximal de desenvolvimento
e favorecendo que avance no préprio ritmo.” Para ele, o ponto mais
interessante ¢ que a IA estd a servico dos professores. “Né@o se trata
de substituir o trabalho docente, mas de fortalecer sua capacidade de
oferecer o melhor conteudo possivel para cada estudante.”

Riscos e preocupacdes

USO DA INTELIGENCIA ARTIFICIAL na educaciio ainda

desperta preocupagdes legitimas, especialmente em

relacdo a intensificacio da vigilancia e violagdo da pri-

vacidade. No entanto, o foco esta em otimizar a rotina
dos docentes. “Eu acho que quando os professores, os profissionais
da rede, percebem que a IA lhes permite ganhar produtividade, isso
¢ bem recebido de modo geral”, afirma Daniel Barros. Ele cita pes-
quisas recentes, como uma conduzida pela Nova Escola, que revelam
que uma ampla maioria de professores ja utiliza IA para elaborar pla-
nos de aula e atividades pedagégicas. “Ela tem ajudado nossos pro-
fessores a criar atividades, desenvolver propostas para sala de aula
que engajam os estudantes, a montar sugestdes de planos de aula. E
tudo isso tem acontecido de forma bastante organica.”

O principal desafio no uso de inteligéncia artificial na educacéo
estd nas aplicacdes mais sensiveis, como a corre¢éo de provas com
peso decisivo. Segundo Barros, ainda hé receio por parte dos educa-
dores quanto ao uso da IA em avaliagdes que impactam diretamente
a trajetdria do estudante. No caso de Sdo Paulo, as redagdes corrigi-
das por IA ndo tém valor classificatério, ou seja, ndo valem nota nem
definem o desempenho do aluno. Mas esse cenario pode mudar. “O
préprio ministro da Educacio comentou que espera que as redagdes
do Enem possam ser corrigidas por IA, entdo a gente também espera
poder corrigir questdes dissertativas numa prova por IA. Talvez ndo
estejamos tdo longe disso, mas isso gera preocupacgo.”
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SOLUCOES
ADMINISTRATIVAS: 1A
PARA DESBUROCRATIZAR
E FACILITAR ACESSO

A CULTURA

ENQUANTO OS DEBATES SOBRE INTELIGENCIA ARTIFICIAL
tendem a se concentrar em dilemas éticos e impactos
futuros, gestores publicos ja estdo explorando
caminhos praticos e imediatos para aplicar a tecnologia
onde ela pode gerar ganhos concretos — como na
desburocratizagido da maquina publica. A automagdo

de processos repetitivos, especialmente os ligados a
gestao administrativa, tem sido uma das frentes mais
promissoras.

Para Marilia Marton, secretdaria da Cultura, Economia
e Industria Criativas do Estado de Sao Paulo, um dos
maiores potenciais da IA estd justamente em transformar
processos burocraticos, liberando tempo e energia para
o0 que realmente importa. “E imprescindivel pensar em
como mecanizar nossas burocracias”, afirma, citando
areas como andlise de editais e a prestacdo de contas, e a
melhoria da eficiéncia nas entregas internas da secretaria.
Conforme Marton, a pasta ja investe em treinamentos
para que sistemas inteligentes assumam essas tarefas
administrativas, com o objetivo de aumentar a agilidade
e a precisdo. Porém, ela também aponta que o uso da
IA deve ser tratado com cautela: a inteligéncia artificial
ainda opera com base em dados humanos - e o grande
desafio sera garantir que quem desenvolve esses sistemas
tenha cultura, criatividade e conhecimento profundos.
“Cada vez mais, vamos precisar ter cultura, criatividade,
conhecimento e vivéncia pra conseguir criar conteudos
que sejam realmente inovadores ou mais robustos. Porque
quem continuar fazendo as mesmas perguntas terd
sempre as mesmas respostas”, afirma.

No Espirito Santo, o movimento segue na mesma
direcdo. O secretdrio estadual da Cultura Fabricio
Noronha destaca que o governo estadual vem
capacitando equipes para incorporar a IA nas rotinas
internas da gestdo publica e jd experimenta aplicacoes
voltadas diretamente para os cidaddos. No programa de
economia criativa, por exemplo, a tecnologia é usada
para personalizar a experiéncia dos usudrios: com base
em cursos previamente realizados, a IA recomenda
novos conteudos e materiais de estudo, aprofundando
o aprendizado de forma continua. “E uma maneira de
integrar inteligéncia artificial e educac@o, oferecendo
respostas mais eficazes as demandas individuais da
populagdo”, argumenta.

Ao se concentrar na reorganizacio de sistemas
administrativos e no aprimoramento do atendimento,
essas iniciativas mostram como a IA pode - antes de
revolucionar - resolver. E, nesse percurso, tornam
a gestdo publica mais inteligente nio apenas pelos
algoritmos, mas pelas escolhas humanas que os orientam.

Experiéncias internacionais tém ajudado a amadurecer esse de-
bate. Em didlogo com representantes da Secretaria da Educacéo da
Fldrida, a equipe paulista soube que a IA ja ¢ utilizada na corregéio
de redacdes, mas nio de questdes dissertativas — por entenderem
que isso abre margem para questionamentos, especialmente quan-
do os resultados tém impacto direto no acesso a instituicdes de
ensino concorridas ou na bonificacio de professores. Outra preo-
cupagio recorrente entre os educadores, segundo Barros, é o uso
da IA com fins de vigilancia, isto ¢, a possibilidade de empregé-la
nio apenas para analisar dados e oferecer feedback ao professor,
mas também como uma forma de fiscalizacio de seu trabalho ou
do contetdo. “Esse ¢ um ponto que ainda gera preocupacgo, nio sé
de profissionais da rede, mas da sociedade como um todo - se a IA
ndo pode ser usada para fiscalizar.” Ainda assim, ele reforca que a
diretriz da secretaria ¢ clara: a IA serd empregada exclusivamente
com fins formativos. “A ideia é sempre usar a IA para fins de dar
ao professor clareza sobre o que ele pode fazer melhor, nunca para
fins punitivos.”

Vitor de Angelo, secretdrio de Educacio do Espirito Santo,
também ressalta a legitimidade de uma postura critica diante das
tecnologias emergentes. Para ele, a inteligéncia artificial deve ser
compreendida como uma ferramenta de apoio - e ndo como res-
posta definitiva. “O desafio, no Brasil, ¢ justamente fazer essa lei-
tura critica. Ndo devemos adotar essas tecnologias como solugdes
magicas para os problemas da educacgdo - ou de qualquer outra
drea —, mas sim como recursos complementares, capazes de po-
tencializar o trabalho sério e comprometido que ja vem sendo feito
por professores, gestores, secretarios e tantos outros profissio-
nais.” Ao refletir sobre os aprendizados da missdo internacional,
De Angelo destaca diferencas significativas na forma como paises
asiaticos articulam tecnologia e educagfio. “Ficou para mim a im-
pressdo, especialmente na Coreia do Sul, de uma grande confianga
no poder da tecnologia - mas, a0 mesmo tempo, de um equilibrio
cuidadoso, que leva em conta as necessidades humanas e os mul-
tiplos impactos que esses recursos causam no cotidiano escolar.”

Outro aspecto que impressionou a comitiva foi o nivel de sofis-
ticagfio da produgcdo audiovisual apoiada por IA. “Na China, vimos
empresas desenvolvendo videos com conteudos culturais, mas
que tém enorme potencial para uso educacional. Imagine pedir
a IA que crie um video explicando diferentes formas de resolver
uma equag?o do primeiro grau, com personagens do interesse dos
alunos. Isso pode ser muito poderoso”, avalia Daniel Barros. En-
tre as iniciativas visitadas, destacam-se as empresas SenseTime e a
Minimax, responsavel por um sistema que gera videos educativos
utilizando a voz clonada de professores. “Eles pegam uma aula de
um professor excelente e replicam aquele modo de ensinar em no-
vos contetidos — uma aplicagdo muito promissora”, conclui Barros.

Ao fim da viagem, os integrantes da missdo voltaram com a con-
vicgdo de que, embora potente, a inteligéncia artificial estd longe
de substituir o que realmente sustenta a escola: o vinculo humano,
o esforgo continuo e a cultura do aprender. As experiéncias na Asia
reforcaram que o uso de tecnologias na educagio deve partir de
uma visdo estratégica, que evite o deslumbramento. O Brasil tem a
oportunidade de construir seu préprio caminho - critico, contex-
tualizado e centrado nas pessoas - para que a inovagfio nio repre-

sente ruptura, mas aprimoramento. o
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O que esperar da
inteligéncia artificial hoje
€ NOS proximos anos

O neurocientista e futurista Alvaro Machado Dias explica
como a IA pode transformar nosso modo de pensar, aprender e
viver — e 0s desafios sociais que emergem dessa transformagio
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Por Fernanda Teixeira Ribeiro

A inteligéncia al“tiﬁcial _]é é uma 1‘€alidade incontornavel - presente no trabalho, no entretenimento, na
produgdo de conteudo e nas interagdes cotidianas. Diante desse avanco, surgem perguntas urgentes: Como a IA estd afetando
nossa capacidade de aprender, lembrar e tomar decisdes? Até que ponto ela pode se humanizar? E que tipo de sociedade estamos
construindo diante de transformagdes tio profundas?

Para refletir sobre essas questdes instigantes, a SSIR Brasil conversou com um dos mais reconhecidos especialistas em inteli-
géncia artificial do pafs: 0 neurocientista e futurista Alvaro Machado Dias. Alvaro é professor livre-docente da Universidade Fede-
ral de Sdo Paulo (Unifesp), fellow da Behavioral and Brain Sciences de Cambridge, membro do MIT Global Insights e diretor do
Centro de Estudos Avancados em Tomadas de Decisdo. Colunista da Folha de S.Paulo, da Radio CBN e da CNBC, atua ainda como
associated partner do MIT Technology Review, sécio do Instituto Locomotiva e cofundador do Instituto Artificial de Verdade (IAV).

Ao longo de uma conversa de mais de uma hora, ele analisou as transformagdes em curso na relacio entre tecnologia e cogni¢do
e apontou os caminhos do avanco da IA nos préximos anos. A seguir, destacamos trechos da entrevista. A versdo completa esta

disponivel em ssir.com.br e pode ser acessada pelo QR Code na pagina seguinte.

Como enxerga a relaciio cada vez mais simbidtica entre
as pessoas, especialmente as novas geracoes, € as tecno-
logias digitais? A IA esta alterando nosso cérebro?

AMD Primeiro, ¢ importante distinguir os impactos da tec-
nologia sobre o processamento cognitivo daqueles produzi-
dos especificamente pelos algoritmos generativos. A evolugio
cultural pode ser compreendida, em ultima instancia, como
a ampliacdo das competéncias naturais humanas por meio
dos dispositivos e repertdrios informacionais de cada época.
A escrita foi a primeira grande tecnologia informacional a
permitir o registro e o compartilhamento de ideias - algo que
antes dependia inteiramente da memoria de longo prazo e da
sociabilidade. Ela reduziu a demanda sobre a memoéria e, ao
mesmo tempo, expandiu radicalmente nossas possibilidades
de socializacdio e de construgiio de conhecimento. Platio, in-
clusive, se opunha ao registro dos didlogos porque acreditava
que isso tornaria o pensamento menos potente. Essa ressalva
de um dos maiores nomes da histéria do pensamento a uma
psicotecnologia, como eu chamo, evidencia o papel da memo-
ria de longo prazo.

Esse raciocinio pode ser estendido a outras tecnologias. A
cultura, nesse sentido, pode ser entendida como um framework
de amplificacdo cognitiva e motora. A computacdo, evidente-
mente, abriu dominios do ponto de vista intelectual inimagina-
veis em épocas passadas. E hd a questdo mecanica; por exem-
plo, quando inventamos o machado, ou qualquer ferramenta,
estamos fazendo aumento de capacidade mecanica. No passa-
do, por exemplo, hd 5 mil, 10 mil anos - hd divergéncias -, mas
0 que parece ¢ que o cérebro humano era maior do que ¢ hoje.
Ou seja, ndo € que o nosso cérebro veio aumentando em fungéo
da complexidade da vida. H4 indicativos de que foi o contrdrio.
N@o exatamente volume total, mas quando se compara tama-
nho e se faz uma normalizacdo, a tendéncia a dizer que o cére-
bro humano diminuiu com o tempo é mais forte do que dizer
que ele ndo mudou de tamanho. Por qué? Porque os desafios da
vida se tornam menores. A cultura compartilha com o mundo
aquilo que de outra forma estaria restrito a nossa memoria de
longo prazo. A cultura é, essencialmente, a dinamica de exter-
nalizar e compartilhar o que, de outro modo, estaria limitado ao
nosso cérebro. A inteligéncia artificial, nesse sentido, nio é uma
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ruptura em relacdo ao processo de transformacdo tecnoldgica que
historicamente caracteriza a propria cultura.

A inteligéncia artificial generativa traz algo especifico: ao pro-
duzir textos e outros conteudos, ela tende a desestimular o apren-
dizado ativo, especialmente em quem ja tem baixa motiva¢do ou
autoestima, como alunos com dificuldade. Como agora é ficil emu-
lar o processo inteiro, o esforco perde apelo. Isso gera um forte
incentivo a ndo participacdio, como se o ritmo da cultura se acele-
rasse demais na vida de uma sé6 pessoa. Em paralelo, hd um feno-
meno relacionado que chamei de algoritmizagdo do pensamento. A
algoritmizacio do pensamento acontece porque somos muito bem
adaptados, e um dos principios mais profundos da existéncia ¢
conservar energia. Assim, buscamos sempre o melhor acoplamen-
to com o mundo, tentando fazer menos, assumir menos demandas
e responsabilidades. E importante compreender que essa transfe-
réncia de fungdes cognitivas para a cultura frequentemente vem
acompanhada de efeitos sobre o cérebro. A algoritmizagio do pen-
samento ¢ justamente a expressdo dessa adaptabilidade: o cérebro
se ajusta aos algoritmos, e esse processo, no fim das contas, tende
a reduzir nossa prépria capacidade cognitiva

Como vé a preocupacio social sobre a IA se humanizar?
Até onde a IA pode chegar nessa emulacio do humano?
AMD Sentir depende de uma estrutura fisioldgica com sistema
nervoso central, areas de processamento sensorial e periférica; o
corpo ¢ a grande plataforma de processamento do sentir. Esse pro-
cesso ndo pode ser aplicado a uma abstracio que acontece dentro
de um servidor. Ndo ha nada que nos permita afirmar que cons-
ciéncia ou sentimento possam emergir nas maquinas, por mais
que elas queiram nos convencer disso e oferecam tantas “provas”
quanto desejarmos. Para gerar metapercepg¢io de si mesmo, é ne-
cessdrio algum tipo de estrutura cerebral, o que estd ausente em
uma tecnologia que, no fundo, ¢ apenas um conjunto de bits, uma
abstragio dentro de um sistema elétrico.

Por outro lado, existe uma tendéncia de que a gente fique
mais parecido com a maquina?

AMD J4 estamos. Por exemplo, algoritmos generativos tém cacoe-
tes, como o uso de palavras de baixa frequéncia na lingua, e essas
palavras estdo se tornando mais frequentes, existem estudos que
mostram isso. Hoje estd na moda se dizer “polimata”. Esse tipo de
papo ganha forca porque as pessoas sentem que podem aprender
com a inteligéncia artificial e atuar em 4reas nas quais, na verdade,
néo tém know-how. E como se tivesse um empoderamento do eu
nesse sentido, do faz tudo.

As coisas estdo mudando, e agora num sentido muito mais
profundo: o da plenitude existencial, ou da auséncia dela. Muita
gente tem falado, com razdo, sobre a epidemia de soliddo. E essa
soliddo vem, entre outras causas, do fato de que, embora a gente
ndo queira viver uma vida mediada por telas, sistemas sintéticos
ou algoritmos de rede social, por outro lado, ¢ tudo tdo mais ficil e
cdmodo que, mesmo dizendo que nido queremos, na pratica acaba-
mos preferindo. Vocé sente saudade de um amigo, quer encontra-
-lo, mas, no fim das contas, vocé grava um dudio no WhatsApp para
combinar algo - e, quando a data se aproxima, acaba reagendando.
Essa é uma pratica comum. Trata-se de um hébito tipico do mundo

digital, ndo da inteligéncia artificial. No entanto, ele ganha ainda
mais for¢a com o avango da IA, pois hd uma tendéncia crescente ao
relacionamento com agentes e companhias sintéticas.

Quais mudancas vislumbra para as préximas décadas?

AMD Préximas décadas? Eu jd posso dizer o que eu acho que vai
acontecer nos proximos quatro anos. O paradigma da IA generati-
va, que € esse que estd em voga hoje, ndo vai mudar. Eu acho tam-
bém que carros autdnomos ndo vdo tomar as ruas. A substitui¢do
dos empregos, de que estd todo mundo falando, ndo vai acontecer.
Eu nio acredito que nos préximos anos a entrada das IAs, substi-
tuindo profissionais qualificados e técnicos, como médicos, juizes,
engenheiros civis, vd acontecer.

E interessante isso, porque é um receio que as pessoas tém.
Existe uma discussdo sobre a possibilidade de se perder o
trabalho por causa da IA.

AMD A substitui¢do do emprego vai demorar. Quem diz o contra-
rio ndo entende de macroeconomia. Porque ¢ o seguinte: eu faco
alguma coisa, ai aparece uma inteligéncia artificial que faz essa
mesma coisa. “Ah, entdo vou ser substituido pela IA.” N&o vai. Por-
que tem uma coisa ai: o token tem um custo. O operador de inteli-
géncia artificial também tem um custo. E o saldrio, por mais que se
evite dizer, tem elasticidade, inclusive na base inferior. Na pratica,
o que acontece ¢ o seguinte: os saldrios, como entidade economica,
vio responder a competicdo com os fokens e os operadores. E ai,
nas profissdes em que a ameaga de substituicdo ¢ mais forte, o mais
provavel é que os saldrios se achatem até o ponto em que o custo de
contratar um especialista em IA, somado ao custo dos tokens, seja
equivalente ao saldrio da pessoa. Ou seja, 0 caminho ébvio ndo ¢ a
substitui¢do. Isso ndo ¢ o mais evidente. O que parece mais claro,
na verdade, € o achatamento da classe média.

O que vai acontecer nesse sentido?

AMD As pessoas vdo ganhar cada vez menos. E isso ¢ uma reali-
dade. Posso falar até do outro lado: estou fabricando um software,
um negdcio meu, tenho 32 engenheiros contratados. Nao tenho
socio, ndo tenho fundo, ndo tenho nada. Pago 32 saldrios todo meés.
Ano passado, paguei mais de 400 saldrios de engenheiro. No ano
retrasado, foram mais de mil. E como eu contrato bastante, toda
vez que abro dez vagas, vejo isso de perto. Olha sé: o saldrio de
2020, para engenheiro sénior, engenheiro computacional sénior,
com PhD, era mais alto do que o salario de 2025. Isso levando em
conta a inflagéio. Estou falando da média do que estdo pedindo. Ou
seja, j teve um mega-achatamento dos saldrios. E agora vem todo
aquele papo de que a IA vai substituir todos os programadores.
Ndo vai. Porque ainda existe uma margem grande de achatamento
salarial para ser percorrida. Ninguém quer dizer isso, porque doi.
Mas é. O que a inteligéncia artificial tende a fazer néio é acabar com
os empregos, ¢ aumentar a desigualdade. o

ACESSE AQUI

A ENTREVISTA

COMPLETA .

i



Fundagéo Escola
itad

Educacao que inspira,
futuros que transformam

A Escola Fundacao Itau € uma plataforma gratuita
que une arte, cultura e educagcao com 0 COmpromisso
de democratizar o conhecimento e apoiar a formacao
de cidadaos cada vez mais criticos e potentes.

2

acesse
fundacaoitau.org.br/escola

£

'.

Imagens: André Seiti, Ivson Miranda, Rejane Cantoni e Acervo Itau Social.



A Itau Cultural Play € o streaming
gratuito com obras que vocé nao
encontra em nenhum outro lugar!

Producoes brasileiras, festivais
de todas as regides do pais e até
uma selecao para estudantes

e professores.

ItadCultural 5% play

O streaming de todos os Brasis.

Baixe o0 app

DISPONIVEL NO #_  Disponivel na
‘ » GooglePlay | | @8 App Store

ou entre no site
itauculturalplay.com.br
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